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PAR

MARIO ČAGALJ
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Abstract

Security is at the core of any communication system and, in particular, of wireless (radio) net-
works. In this thesis, we focus on three important security aspects in the framework of wireless
networks: selfish (noncooperative) behavior at the Medium Access Control (MAC) layer, “radio
channel jamming”-based Denial-of-Service (DoS) attacks against sensor networks and secure key
agreement in peer-to-peer wireless networks.

In the context of selfish behavior at the MAC layer, we focus on single collision domain Carrier-
Sense Multiple-Access with Collision Avoidance (CSMA/CA) networks. We use both cooperative
and non-cooperative game theory to model and analyze the co-existence of multiple CSMA/CA
selfish users. Using insights from the game theoretic analysis, we propose a simple channel access
protocol that discourages selfish behavior and results in the optimal and fair allocation of the
available bandwidth. We perform an extensive evaluation of the proposed protocol.

We then consider two types of malicious behavior. The first type deals with an adversary who
tries to obstruct the operation of a wireless network by jamming the used radio channel. The second
type is concerned with an adversary who interferes with a key agreement protocol executed between
parties that use a radio link, in an attempt to learn their private information or to fool them into
accepting fake messages as genuine.

Concerning the first kind of malicious behavior, we focus on wireless sensor networks, perhaps
the most vulnerable category of wireless networks to this kind of threat. An adversary can mask
the events that the sensor network should detect by stealthily jamming an appropriate subset of
the nodes; in this way, he prevents them from reporting what they sense to the network operator.
Therefore, in spite of the fact that an event is sensed by one or several nodes (and the sensor network
is fully connected), the network operator cannot be informed on time – we call this the coverage
paradox. To mitigate this problem, we propose a reactive defense mechanism based on wormholes,
which were so far considered to be a security threat. In our solution, thanks to channel diversity,
the nodes under the jamming attack are able to create (probabilistically) a communication route
that is resistant to jamming; thus, appropriate information can be conveyed out of the jammed
region. We develop appropriate mathematical models to study the proposed mechanisms.

Concerning the second kind of malicious behavior, we focus on the problem of a user-friendly key
agreement (and message authentication) in settings where the users do not share any authenticated
secret or certified public key in advance. We base our approach on the Diffie-Hellman key agreement
protocol, which is known to be vulnerable to the “man-in-the-middle” attack if the users involved
in the protocol do not share any authenticated information about each other (e.g., public keys,
certificates, passwords, shared keys, etc.) prior to the protocol execution. We solve the problem by
leveraging on the natural ability of users to authenticate each other by visual and verbal contact.
We propose three techniques: the first is based on the visual comparison of short strings, the second
on distance bounding, and the third on a novel concept called integrity codes (I-codes). In each case,
the users do not need to enter any password or other data, nor do they need physical or infrared
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connectivity between their devices. We analyze our protocols using a well-established methodology
that leads us to a rigorous modularization and a thorough robustness proof of our proposal. We
also provide an implementation of I-codes.
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Résumé

La sécurité est au cœur de tout système de communication et en particulier des réseaux radio
sans-fil. Dans cette thèse de doctorat, nous considérons trois aspects importants de sécurité qui
concernent les réseaux sans-fils: L’attitude égöıste et non-coopérative au niveau de la couche MAC
(Medium Access Control), les attaques DoS (Denial-of-Service) des réseaux de senseurs basées sur
le brouillage du canal de communication radio, et l’établissement sécurisé de clés dans les réseaux
point-à-point sans fil.

Dans le contexte d’une attitude égöıste au niveau de la couche MAC, nous nous concentrons
sur les réseaux CSMA/CA (Carrier-Sense Multiple-Access with Collision Avoidance) à domaine de
collision unique. Nous utilisons la théorie des jeux coopératifs et non-coopératifs pour modéliser
et analyser la coexistence de plusieurs utilisateurs CSMA/CA égöıstes. En se basant sur l’analyse
des théories des jeux, nous proposons un protocole simple d’accès au canal de communication. Ce
protocole décourage l’attitude égöıste et a pour résultat une répartition optimale et équitable de la
bande passante. Nous évaluons le protocole proposé de façon approfondie.

Ensuite, nous considérons deux types de comportement malicieux. Le premier type concerne
un attaquant qui essaye de compromettre le bon fonctionnement du réseau sans fil en brouillant
le canal de communication radio. Le deuxième type concerne un attaquant qui interfère dans un
protocole de partage de clefs exécuté par deux parties utilisant le lien radio; l’attaquant a pour but
de recouvrer les données privées des deux parties et de leur faire accepter de faux messages comme
étant authentiques.

En ce qui concerne le premier type de comportement malicieux, nous considérons les réseaux
de senseurs sans fil qui représente peut-être la catégorie de réseaux sans fil la plus vulnérable à
ce genre d’attaque. Un attaquant peut masquer les événements que le réseau de senseurs devrait
détecter en brouillant imperceptiblement un sous-ensemble judicieusement choisi de nœuds; ainsi, il
les empêche de rapporter les évènements qu’ils détectent à l’opérateur du réseau. Par conséquent,
l’opérateur peut ne pas être informé à temps d’un évènement qui pourtant à été détecté par un
ou plusieurs nœuds, même si le réseau de senseurs est totalement connecté; nous appelons ceci le
coverage paradox. Pour atténuer l’effet de ce problème, nous proposons un mécanisme de défense
réactif basé sur les wormholes, qui ont été jusqu’ici considérés comme une menace pour la sécurité.
Dans notre solution, grâce à la l’existence de différents canaux de communication, les nœuds qui
subissent le brouillage peuvent créer (avec une certaine probabilité) une voie de communication qui
ne soit pas brouillée; ainsi, l’information à propos des évènements peut être transmise en dehors
de la région brouillée. Nous développons les modèles mathématiques appropriés pour étudier les
mécanismes proposés.

Pour ce qui est du deuxième type de comportement malicieux, nous considérons le problème
d’établissement de clés (et d’authentification de messages) user-friendly dans le cas oú les utilisa-
teurs ne partagent à l’avance aucune donnée secrète authentifiée, ni aucune clef publique certifiée.
Nous basons notre approche sur le protocole Diffie-Hellman d’échange de clés, qui est connu pour
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être vulnérable à l’attaque man-in-the-middle si les deux utilisateurs impliqués dans le protocole ne
partagent aucune information authentifiée (par exemple, des clefs publiques, des certificats, des mots
de passe, des clefs partagées, etc...) avant l’exécution de protocole. Nous résolvons le problème en
exploitant la capacité naturelle des utilisateurs à s’authentifier par le contact visuel et verbal. Nous
proposons trois techniques : la première est basée sur la comparaison visuelle de petites châınes de
caractère, la seconde est basée sur la technique du distance bounding, et la troisième est basée sur un
nouveau concept appelé codes d’intégrité (I-codes). Dans chacun de ces cas, les utilisateurs n’ont
besoin d’aucune connectivité physique ou infrarouge entre leurs machines, pas plus que de mot de
passes ni d’aucune autre donnée. Nous analysons nos protocoles en utilisant une méthodologie bien
établie qui nous mène à une modularisation rigoureuse et à une preuve exhaustive de la robustesse
de notre proposition. Nous fournissons également une implémentation des I-codes.
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Introduction

As the popularity of mobile devices such as PDAs, laptops, and mobile phones increases every day,
users tend to rely on them in a growing number of situations. Due to the rapid increase in the num-
ber of users of wireless communication services, it becomes difficult to provide centralized solutions
to both known and emerging security threats. This is even more true given that wireless networks
are intrinsically more vulnerable to different kinds of malicious behaviors, such as eavesdropping
and Denial-of-Service (DoS) attacks. Furthermore, in a growing number of situations, users’ com-
munications take place in unlicensed frequency bands (for example, using IEEE 802.11a/b/g or
Bluetooth) that quickly become saturated. As a result, some users will be tempted to increase
their share of the available bandwidth by manipulating their network adapters. Such a (selfish)
behavior is clearly undesirable, since it can lead to an inefficient usage of the available bandwidth
and ultimately to frequent collapses of wireless networks.

Traditionally, such security challenges are solved by means of a centralized authority. However,
today, as users can easily set up their own networks and are highly mobile, this paradigm is not
appropriate as it does not scale well and it usually comes at a high monetary cost. Therefore, a new
approach to the design of protocols should be taken. Of course, this shift in design paradigm must
not affect the security or efficiency of the developed protocols and communication mechanisms.

This thesis is concerned with several security issues in this new self-organized setting that lacks
any centralized authority, more specifically:

◦ how to efficiently arbitrate channel access between multiple selfish users, in a self-organized
way (Chapter 1),

◦ how to ensure timely data delivery in the presence of an attacker who jams a wireless sensor
network, while relying on low-cost defense mechanisms (Chapter 2),

◦ how to provide user-friendly data integrity, authentication and secure key agreement services
in self-organized settings where users cannot (or do not want to) rely on the centralized
authority (Chapter 3 and Chapter 4)

Next, we outline the thesis. In Chapter 1, we use a game-theoretic approach to investigate
the problem of selfish behavior of nodes in CSMA/CA networks, specifically geared towards the
most widely accepted protocol in this class of protocols, IEEE 802.11. We identified two families of
Nash equilibria [40] of the static CSMA/CA game. The first family is characterized by the classical
tragedy of the commons result, that is, each selfish user receives zero throughput. The second family
comprises Nash equilibria with the property that only one selfish user receives positive payoff (i.e.,
throughput), while the others get zero. We further show that no Nash equilibrium of the single
stage CSMA/CA game is robust to infinitesimally small changes in the payoff functions. Therefore,
contrary to the intuition, the tragedy of the commons is not a robust outcome of the CSMA/CA
game!

1



2 Introduction

We then use the Nash bargaining framework [39] (from cooperative game theory) to identify
a desirable solution of the CSMA/CA game that exhibits the following three properties: (i) the
solution is unique, (ii) the solution results in a fair distribution of the system throughput, and (iii)
the solution results in system optimum allocation of the available capacity. Finally, we formulate a
dynamic game where the solution obtained from the Nash bargaining framework is a unique (and
robust) Nash equilibrium point.

In Chapter 2, we show that wormholes [49], which were so far considered to be a threat, can
be used as a reactive defense mechanism against radio jamming attacks. We explain the principle
of probabilistic wormholes by analyzing three approaches based on this principle. In the first, a
network with regular wireless sensor nodes is augmented with a certain number of wired pairs of
sensor nodes, therefore resulting in a hybrid sensor network. In the second, the deployed nodes (or
a subset of them) organize themselves as frequency hopping pairs. For both approaches we compute
the probability that at least one wormhole can be formed. Finally, in the third approach, there is
no coordination about either the communication channel or communication slots; we analyze this
approach through simulations.

In Chapter 3, we propose two approaches to the problem of user-friendly key agreement (and
mutual authentication) in settings where the users do not share any authenticated information
in advance. The first approach belongs to the family of solutions requiring the users to compare
strings of words, whereas the other approach is completely novel; it is based on radio-channel
specific techniques, namely, distance-bounding. In addition, we make the following contributions:
(i) we design protocols that are provably secure in a realistic communication model, (ii) we apply
a modular approach to designing and analyzing the protocols, thus paving the way to the design of
re-usable (provably secure) message transfer (MT) authenticators, and (iii) we significantly increase
user-friendliness compared to existing approaches.

In Chapter 4, we propose integrity codes (I-codes), a coding scheme that enables integrity
protection of messages exchanged between entities that do not hold any mutual authentication
material (i.e. public keys or shared secret keys). The construction of I-codes enables a sender
to encode any message such that if its integrity is violated in transmission, the receiver is able to
detect it. We analyze in detail the use of I-codes on a radio communication channel and we present
their implementation on Mica2 wireless sensor platform as a proof of concept. We finally show
how I-codes can be used for several applications, including for key establishment and for broadcast
authentication over an insecure radio channel. We perform a detailed analysis of the security of our
coding scheme and we show that it is secure within a realistic attacker model.

At the beginning of my PhD track, we also worked on the problem of constructing minimum-
energy broadcasting trees in static wireless networks. In Appendix A, we report on some relevant
results we achieved in this context. There, we focus on the problem of power-optimal broadcast,
for which it is well known that the broadcast nature of the radio transmission can be exploited to
optimize energy consumption. We provide a formal proof of NP-completeness for the general case
and give an NP-completeness result for the geometric case; in the former, the network topology is
represented by a generic graph with arbitrary weights, whereas in the latter a Euclidean distance
is considered. For the general case, we show that it cannot be approximated better than O(log N),
where N is the total number of nodes. We then describe an approximation algorithm that achieves
the O(log N) approximation ratio. We also describe a new heuristic, Embedded Wireless Multicast
Advantage. We show that it compares well with other proposals and we explain how it can be
distributed.



Chapter 1

Selfish Behavior in CSMA/CA
Networks

1.1 Introduction

Carrier-sense multiple-access with collision avoidance (CSMA/CA) protocols rely on the random
deferment of packet transmissions for the efficient use of a shared wireless channel among many
nodes in a network; this class of MAC protocols is one of the most popular for wireless networks.
In general, it is assumed that all nodes respect the rules of the protocol. We believe, however, that
this assumption is less and less appropriate, because the network adapters are becoming more and
more programmable [90]. As a result, today a user can modify the behavior of his wireless interface
very easily. In this chapter, we study the stability and efficiency of wireless networks that contain
one or several selfish users. By “selfish” we designate the users who are ready to tamper with their
wireless interface in order to increase their own share of the common transmission resource; we
assume these users to be rational, and not malicious (they are willing to harm other users only if
they can derive a benefit from this misbehavior).

More specifically, we consider that a selfish user (cheater) makes use of the easiest (and yet highly
rewarding) cheating technique, specifically he deliberately does not respect the random deferment of
the transmission of his packets (see Figure 1.1). Although this cheating technique is straightforward,
we show that studying its implications is far from trivial. In order to better understand possible
outcomes of selfish behavior on the MAC layer, we make use of both noncooperative and cooperative
game theory. In our analysis, each node (a selfish user) is a player, the throughput it enjoys is its
payoff, and the size of its contention window represents its move. By making use of this model and of
extensive simulations, we systematically study several problems. First, we consider the simple case
of a network with a single cheater. We then assume the presence of several cheaters, and identify two
families of Nash equilibria in a single stage (i.e., static) game: one family always results in a network
collapse, and in the other, there is only one selfish user who receives non-null throughput. We also
show that the equilibria resulting in the network collapse (the tragedy of the commons-equilibria)
are not robust (to arbitrarily small perturbations of the users’ payoff functions).

Since the Nash equilibria of the static game are either highly unfair or highly inefficient, we look
for an alternative solution. In this regard, we compute the fair Pareto-optimal point of an operation
of such a system. We then show how to make the Pareto-optimal point a Nash equilibrium point
by using the theory of dynamic (repeated) games. We introduce the notion of cooperative players,
specifically cheaters who try to continue operating at the fair Pareto-optimal point of operation. We
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Figure 1.1: Using a configurable IEEE 802.11b wireless card, (e.g., Atheros), a cheater can reduce his
contention window size to increase his share of throughput at the expense of the well-behaved node:
(a) Experimented topology – one cheater and one well-behaved node send full data rate UDP flows
to the common destination (dashed lines represent the connectivity and the flows are represented
by solid arcs); (b) Resulting throughputs as a function of the cheater’s contention window size –
the bars show max and min values of 5 real tests (the nominal data rate is 11 Mb/s).

also propose a detection and a punishment technique for those players who exhibit a noncooperative
behavior. Finally, we explain how the players can collectively search for the Pareto-optimal point
of operation, even if they are unaware of the number of nodes present in the network.

The organization of this chapter is the following. In Section 1.2, we give a short introduction to
the theory of noncooperative and cooperative games. In Section 1.3, we introduce our system model
and give related assumptions. In Section 1.4, we apply noncooperative game theory to analyze Nash
equilibria of the single stage CSMA/CA game. In Section 1.6, we use cooperative game theory (the
Nash Bargaining Framework) to reason about the optimal capacity allocation. In Section 1.7, we
apply the theory of repeated games to show how the optimal allocation from the previous section
can be supported as a Subgame Perfect Nash Equilibrium. In Section 1.8, using the insights form
Section 1.7, we implement a distributed algorithm that leads the network nodes to the Pareto
optimal Subgame Perfect Nash equilibrium. We address the related work in Section 1.9. Finally,
we summarize the chapter in Section 1.10.

1.2 Game Theory

In this section, we introduce some definitions and the terminology from game theory, which we use
in our analysis.

1.2.1 Noncooperative Games

The theory of noncooperative games studies the behavior of selfish players in any situation where
each player’s optimal choice may depend on his forecast of the choices of his opponent. The word
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“noncooperative” means that the players’ choices are based only on their perceived self-interest and
that they do not try to find an agreement with the other players [40].

In this thesis, we will consider noncooperative games in strategic (or normal) form [40]. A game
in normal form has three elements: the set of players I = {1, 2, . . . , I}, I < ∞, the pure strategy set
Si for each player i, and the payoff functions ui that give player i’s utility ui(s) for each strategy
profile s = (s1, . . . , sI). We will denote all players other than some given player i by “ − i” (e.g.,
ui(si, s−i) ≡ ui(s1, . . . , si, . . . , sI) ≡ ui(s)). We note here that the normal form can model not only
those noncooperative games in which the players act simultaneously and once for all, but also the
extensive-form games, which include explicitly the timing of the players’ decisions.

A mixed strategy is a probability distribution over pure strategies. Each player i chooses a
probability distribution over his set of pure strategies Si (independently of probability distributions
of his opponents). We denote with σi(si) the probability that the distribution σi assigns to si ∈ Si;
we assume the set Si to be finite for all players i ∈ I. The payoffs to a profile of mixed strategies
σ = {σ1, . . . , σI} are the expected values of the corresponding pure-strategy payoffs. Player i’s
payoff ui(σ) ≡ ui(σi, σ−i) to profile σ is

ui(σi, σ−i) =
∑

s∈S




I∏

j=1

σj(sj)



 ui(s) , (1.1)

where S ≡ ×i∈ISi. It is interesting to observe that the following holds

ui(σi, σ−i) =
∑

si∈Si

σi(si)





∑

s−i∈S−i

ui(si, s−i)




∏

j 6=i

σj(sj)










=
∑

si∈Si

σi(si)ui(si, σ−i)

≤ max
si∈Si

ui(si, σ−i) ,

(1.2)

where by definition ui(si, σ−i) =
∑

s−i∈S−i
ui(si, s−i)

(∏
j 6=i σj(sj)

)
, and the last inequality follows

from the fact that
∑

si∈Si
σi(si) = 1.

In other words, in the given game, no player can do better than playing his best response
pure-strategies; conditioned on the fact that pure strategy equilibria exist in the considered game.

Definition 1 We say that a pure strategy si is strictly dominated for player i if there exists a
mixed strategy σi such that ui(σi, s−i) > ui(si, s−i) for all s−i ∈ S−i.

The strategy si is weakly dominated if there exists a σi such that ui(σi, s−i) ≥ ui(si, s−i), and
there exists at least one s′−i such that ui(σi, s

′
−i) > ui(si, s

′
−i).

Definition 2 A mixed-strategy profile σ∗ is a Nash equilibrium if, for all players i,

ui(σ
∗
i , σ

∗
−i) ≥ ui(si, σ

∗
−i) for all si ∈ Si .

A pure-strategy Nash equilibrium is a pure strategy profile s∗ that satisfies the same conditions.
In other words, at the Nash equilibrium s∗ (or, σ∗) no player has an incentive to change unilaterally
his strategy s∗i (or, σ∗

i ). That it suffices to check that no player has a profitable pure-strategy
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deviation, follows from the inequality in (1.2) above. In order to study the existence of Nash
equilibria, we use the notion of a player’s best-response function ( or correspondence) [84].

For any s−i ∈ S−i define Bi(s−i) to the set of player i’s best actions given s−i:

Bi(s−i) =
{
si ∈ Si : ui(si, s−i) ≥ ui(s

′
i, s−i) for all s′i ∈ Si

}
. (1.3)

We call the set-valued function Bi the best-response function of player i. We can restate the
definition of a Nash equilibrium as follows.

Definition 3 A pure-strategy profile s∗ is a Nash equilibrium if and only if

s∗i ∈ Bi(s
∗
−i) for all players i ∈ I .

The same obviously holds for a mixed-strategy profile σ∗. In this thesis, we will focus on pure-
strategy Nash equilibria. The reason is that our noncooperative game admits pure-strategy Nash
equilibria (as we show later in this chapter), and from the expression (1.2) we know that a player
cannot do better than playing his best response pure-strategies.

1.2.2 Nash Bargaining Framework and Cooperative Games

Generally, selfish players can achieve better payoffs by cooperating with each other. Since the set of
feasible payoffs (or outcomes) in a cooperative game is generally very large, the players should have
a means to agree on a reasonable outcome, that is, the outcome that results in the distribution of
the gains from cooperation in a manner that reflects properly the bargaining power of the different
players. The Nash Bargaining Framework(NBF ) provides the means for a set of players (with
equal bargaining power) to negotiate on which point of the set of feasible payoffs they will agree
upon [39].

It is convenient to derive a bargaining problem from the normal form of an I-players game
G = 〈I, (Si)i∈I , (ui)i∈I〉 that we have introduced in Section 1.2.1. An outcome in the game G
corresponds to a strategy profile s = (si)i∈I . The payoff function of player i is then defined as
ui : S → R, where S = ×i∈ISi and R is the set of real numbers. The set of all feasible payoffs is
defined as

U = {u : u = (u1(s), . . . , uI(s)) , s ∈ S} .

Note that U ⊂ RI . The Nash bargaining framework is used to model a situation in which the players
from the set I negotiate on which point from the set U ⊂ RI they will agree upon. An important
element of the Nash bargaining framework is a fixed disagreement point u◦ = (u◦

1, . . . , u
◦
I) ∈ U . It

is common to define u◦
i for all players i as follows

u◦
i = min

s−i∈S−i

max
si∈Si

ui(si, s−i) . (1.4)

The role of the disagreement point is to provide an incentive for the agreement point to take effect;
in case the negotiations break down, the outcome becomes the strategy profile s◦ resulting in the
payoff profile u◦. Given a disagreement point u◦ ∈ U , the pair B = (U, u◦) is called a bargaining
problem.

We can derive another bargaining problem B = (C, c◦) by extending the set of feasible outcomes
U to its convex hull C. Here we define c◦ = u◦. Notice that any element c ∈ C can be represented
as c =

∑m
k=1 αku

(k), (m ≤ I + 1), where u(k) =
(
u1(s

(k)), . . . , uI(s
(k))

)
∈ U , (s(k) ∈ S), αk ≥ 0, and∑m

k=1 αk = 1. Note that αk can be thought of as the probability of an outcome s(k) ∈ S taking place;



7

a vector α defines lotteries over deterministic outcomes s(k) ∈ S. Therefore, c = (c1, . . . , cI) ∈ C is
the expected payoff to the players.

To solve bargaining problem B = (C, c◦), Nash took an axiomatic approach and proposed a
one-point solution f(C, c◦) ∈ C to B. Let B denote the set of all pairs (C, c◦) such that

(i) C ⊂ RI is compact and convex

(ii) ∃c ∈ C such that c > c◦.

A function f : B → RI is called the Nash Bargaining Solution (NBS) of the bargaining problem,
if it satisfies the following properties.

IUO The bargaining solution f(·) is independent of utility origins (IUO), that is, for any β =
(β1, . . . , βI) ∈ RI we have

fi(C
′, c◦ + β) = fi(C, c◦) + βi for every player i, (1.5)

whenever C ′ = {(c1 + β1, . . . , cI + βI) : c ∈ C}.

The IUO property says that the bargaining solution does not depend on absolute scales of utility.

IUU The bargaining solution f(·) is independent of utility units (IUU), that is, for any β =
(β1, . . . , βI) ∈ RI we have

fi(C
′, c◦) = βifi(C, c◦) for every player i, (1.6)

whenever C ′ = {(β1c1, . . . , βIcI) : c ∈ C}.

With the IUO property, the IUU property says that the bargaining solution does not involve
interpersonal comparisons of utilities.

P The bargaining solution f(·) satisfies the Pareto property (P ), that is,

@c = (c1, . . . , cI) ∈ C such that ci > fi(C, c◦) for every player i . (1.7)

S The bargaining solution f(·) satisfies the property of symmetry (S), that is,

if C ⊂ RI is a symmetric set, then c∗i = c∗j , ∀i, j ∈ I , (1.8)

where c∗ = f(C, c◦).

The S property says that if all players are identical, then the gains from cooperation are split
equally.

IAA The bargaining solution f(·) satisfies the property of independence of irrelevant alternatives
(IIA), that is,

if C ′ ⊂ C and f(C, c◦) ∈ C ′, then f(C ′, c◦) = f(C, c◦) . (1.9)

The IIA condition says that if f(C) is the outcome in C and we consider a C ′ that is smaller than
C but retains the feasibility of f(C), that is, we only eliminate from C irrelevant alternatives, then
f(C) remains the outcome in C ′.
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Theorem 1 (Nash Bargaining Solution [39]) There is a unique function f(·) satisfying prop-
erties IUO, IUU, P, S and IAA. Furthermore, for all bargaining problems (C, c◦) ∈ B, the point
f(C, c◦) = (c∗1, . . . , c

∗
I) is the unique solution of the maximization problem

maximize
I∏

i=1

(ci − c◦i )

subject to c ∈ C

c ≥ c◦ .

(1.10)

1.2.3 Essential Games and Robust Equilibria

In practice it is unlikely that the game modeler will have specified payoff functions that are perfectly
correct. The issue coming out of this observation is whether equilibrium predictions of the original
game with payoffs u are approximate equilibrium predictions of the real game with nearby payoffs
û. We now define the notion of proximity in finite games [40, Section 12.1.2]. Let

u = (ui(s))i∈I,s∈S

and
û = (ûi(s))i∈I,s∈S

denote two payoff profiles, and let
σ = (σi(si))i∈I,si∈Si

and
σ̂ = (σ̂i(si))i∈I,si∈Si

denote two mixed strategy profiles. Let

D(u, û) = max
i∈I,s∈S

|ui(s) − ûi(s)| (1.11)

and
d(σ, σ̂) = max

i∈I,si∈Si

|σi(si) − σ̂i(si)| . (1.12)

Definition 4 A Nash equilibrium σ of game u is essential or robust if for any ε > 0 there exists
η > 0, such that for any û such that D(u, û) < η there exists a Nash equilibrium σ̂ of game û such
that d(σ, σ̂) < ε. A game u is essential if all its equilibrium points are essential.

1.3 System Model and Assumptions

We consider N wireless nodes that are willing to transmit data to N designated receivers (N <
∞). All the nodes use the same radio channel. We assume all the nodes to share the same
collision domain, that is, each node can hear any other node (see Figure 1.2). This is to avoid
complications introduced by the hidden terminal problem. Nodes use a CSMA/CA based protocol
to resolve contention at the Medium Access Control (MAC) layer. In this chapter, we will be dealing
exclusively with IEEE 802.11 (in the Distributed Coordination Function (DCF) mode) [30]; however,
we note that the analysis carried out in this setting can also be extended to other CSMA/CA based
protocols. We further assume each node to have an authentic MAC layer identifier (the MAC
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s1
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d2
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d3

Figure 1.2: An example of a single-collision domain network with N = 3 communicating pairs.
Dashed lines represent the connectivity and the flows between the pairs are represented by solid
arcs.

address). This can be achieved by means of MAC layer authentication. Finally, we assume that
the nodes are static and that they always have packets (of the same size) to send.

We consider a scenario where out of the N senders, a subset I of I sending nodes deliberately
deviate from the IEEE 802.11 protocol. Without any loss of generality, we assume I = {1, . . . , I}.
We designate the nodes of subset I as cheaters. There can be a number of ways in which a node can
cheat. For example, in violation of the standard protocol, a cheater i ∈ I initializes his contention
window size to a lower value in order to obtain a higher throughput (cf. Figure 1.1). We will call this
lower value Wi. Moreover, a cheater does not respect the binary exponential backoff [30] principle
and keeps his contention window size fixed after a collision, i.e. equal to Wi. This mode of cheating
is the easiest for potential cheaters, since it does not require changes to be made in the operation
of the IEEE 802.11 protocol. We would like to stress that the main conclusions of this chapter
are applicable to any other cheating technique. The relevance of these misbehaving techniques
becomes even higher with the emerging standards that address the Quality of Service support, such
as IEEE 802.11e [107]. The latter gives the users total control of the MAC parameters, therefore
enabling them to easily cheat.

We assume the cheaters in our model to be rational, that is, they want to maximize their own
benefit. In this particular context, every cheater i ∈ I seeks to maximize the average throughput
ri he enjoys. This problem can easily be modelled in the game theoretic framework introduced in
Section 1.2. The cheater nodes define the set I of players in this game. We define the pure-strategy
set Si of a given player i as follows

Si = {1, 2, . . . , Wmax, W∞} , (1.13)

where Wmax < ∞ is a positive integer and the symbol W∞ means that the player i does not
transmit, which is equivalent to Wi = ∞; note that the set Si is finite. The strategy of each player i
consists in setting the value of his contention window Wi ∈ Si such that player i’s payoff function ui

is maximized. Since we assume that each player i tries to maximize his own throughput, we define

a player i’s utility function ui to be equal to the enjoyed throughput r
(c)
i , that is,

ui(W ) = r
(c)
i (W ) , (1.14)

where W = (W1, . . . , WI , WI+1, . . . , WN ), and Wj ∈ Sj , (j ≤ I), are strategies chosen by players j ∈
I, while contention windows Wk, (I + 1 ≤ k ≤ N), belong to the well-behaved nodes. Here the
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superscript “(c)” denotes a cheater. In our game theoretic analysis, we will often neglect the well-
behaved nodes. So we will often use W to denote W = (W1, . . . , WI). Finally, we denote the game

as defined above by Gcsma/ca =
〈
N, I, (Si)i∈I , (r

(c)
i )i∈I

〉
and call it the CSMA/CA game.

1.4 Single Stage Noncooperative Game

We first analyze the problem of misbehaving from the perspective of a single cheater and then
consider more complex scenarios with multiple cheaters in the system. In this section, we consider
the interaction of multiple cheaters in a single stage of the CSMA/CA game Gcsma/ca, where the
players choose their strategies only once and keep playing them forever.

1.4.1 Characterization of Utility Functions ui(W )

In order to characterize the payoff functions ui(W ) = r
(c)
i (W ), (i ∈ I), we first have to understand

the relationship between the contention window profiles W = (W1, . . . , WI , . . . , WN ) and the re-

sulting payoffs r
(c)
i (W ). For this purpose, we make use of the celebrated Bianchi’s model for the

saturation throughput of the IEEE 802.11 protocol [19]. Since we assume that a cheater’s objective
is to maximize his throughput (and we assume he always has a packet to send), he will tend to use
the full channel capacity (i.e., the system will operate at the saturation point). Therefore, we make
use of the same model as [19].

To estimate the throughput of IEEE 802.11, in a network with no misbehaving nodes,
Bianchi [19] used a two-dimensional Markov chain of m backoff stages in which each stage rep-
resents the backoff time counter of a node. A transition takes place upon collision and successful
transmission, to a higher stage and to the first stage respectively. Considering the stationary dis-
tribution of the chain, the channel access probability τ of a node is derived as a function of the
number of backoff stage levels m and the minimum contention window value Wmin:

τ =
2

1 + Wmin + pWmin
∑m−1

k=0 (2p)k
(1.15)

where p is the conditional probability that a transmitted packet collides, that is:

p = 1 − (1 − τ)N−1 (1.16)

where N is the number of the contending nodes. Equations (1.15) and (1.16) form a system of two
nonlinear equations that has a unique solution [19].

The throughput enjoyed by a given node i, which is the average information payload transmitted
in a slot time over the average length of a slot time, can be computed using Bianchi’s model as
follows:

ri =
P s

i L

P sT s + P cT c + P idT id
(1.17)

where P s
i = τi

∏
j 6=i(1 − τj) is the probability that the station i successfully transmits during a

random time slot (j 6= i is a shorthand notation for j ∈ {1, . . . , N}\{i}); L is the average packet
payload size; P s =

∑N
j=1 P s

j ; T s is the average time needed to transmit a packet of size L (including

the inter-frame spacing periods [19]); P id =
∏N

j=1(1 − τj) is the probability of the channel being

idle; T id is the duration of the idle period (a single slot); P c = 1−P id −∑N
j=1 P s

j is the probability
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of collision; and T c is the average time spent in the collision. Note that we must have the following
satisfied P s + P c + P id = 1.

To describe a network with cheating nodes we use two separate Markov chains; we note that both
Markov chains are studied in [19]. The first, with m = 0 (no exponential backoff, since cheaters
are assumed to fix their contetion windows (Section 1.3)), is used to derive the channel access

probabilities τ
(c)
i of cheaters i ∈ I. The second chain, with m > 0 [19], is used to derive the access

probabilities τ
(w)
j of well-behaved (non cheating) nodes. The conditional collision probabilities are

derived considering both well-behaved and cheating nodes access probabilities.
Since cheater i does not respect the backoff procedure of IEEE 802.11 (i.e., m = 0), his channel

access probability degenerates to

τ
(c)
i =

2

Wi + 1
, (1.18)

where Wi is the cheater i’s contention window size [19]. The channel access probability for well-

behaved nodes, τ
(w)
j , is expressed by

τ
(w)
j =

2

1 + Wmin + p(w)Wmin
∑m−1

k=0

(
2p(w)

)k
(1.19)

where

p(w) = 1 −
(
1 − τ

(w)
j

)N−I−1 ∏

i∈I

(
1 − τ

(c)
i

)
, (1.20)

Note that expression (1.20) is the generalization of expression (1.16) in the presence of cheaters.

Note also that τ
(w)
j is the same for all the well-behaved nodes and so we set τ

(w)
j = τ (w). After a

straightforward algebraic manipulation of equation (1.17), we obtain the following expression for

the throughput r
(c)
i of a cheater i:

r
(c)
i =

τ
(c)
i c

(1)
i

τ
(c)
i c

(2)
i + c

(3)
i

, (1.21)

where

c
(1)
i = p−iL (1.22)

c
(2)
i = p−i(T

s − T id) − s−i(T
s − T c) (1.23)

c
(3)
i = (1 − p−i − s−i)T

c + s−iT
s + p−iT

id , (1.24)

where we have used the following substitutions

p−i =
∏

j∈I\{i}

(
1 − τ

(c)
j

) (
1 − τ (w)

)N−I

s−i =
∑

j∈I\{i}

τ
(c)
j

∏

k∈I\{i,j}

(
1 − τ

(c)
k

) (
1 − τ (w)

)N−I
.

(1.25)

Note here, that the only parameter that a cheating node i has a control over is its own Wi. By

varying Wi, a node changes its own access probability τ
(c)
i = f(Wi), as well as the access probability

τ (w) = f(W ), (W = (W1, . . . , Wi, . . . , WN ), Wi = Wmin, i = {I + 1, . . . , N}), of the well-behaved
nodes; this follows from expressions (1.18), (1.19) and (1.20).
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Figure 1.3: Throughputs for N = 20 nodes, out of which one is a cheater.

For mathematical convenience, let us assume for the moment that Wi for every cheater i ∈ I
is a continuous variable. Although the access probabilities of the well-behaved nodes (and thus

the expressions c
(1)
i , c

(2)
i and c

(3)
i ) depend on τ

(c)
i , we neglect this dependence for a first degree

analysis. This approximation allows us to elaborate a closed form expression of the first derivative
of equation (1.21):

∂r
(c)
i

∂Wi
=

∂r
(c)
i

∂τ
(c)
i

∂τ
(c)
i

∂Wi
=

c
(1)
i c

(3)
i(

τ
(c)
i c

(2)
i + c

(3)
i

)2

−2

(Wi + 1)2
≤ 0 . (1.26)

If τ
(c)
j < 1 for all j ∈ I\{i}, then we have a strict inequality in (1.26). Therefore, as expected,

the received throughput r
(c)
i is a strictly decreasing function of Wi (for τ

(c)
j < 1, ∀j ∈ I\{i}).

Thus, by unilaterally decreasing its own Wi, a selfish node can increase its received throughput

(except if τ
(c)
j = 1, for some cheater j 6= i – as we will see in the following section, this case has

important implications on the set of Nash equilibria of the CSMA/CA game). We stress here that

this conclusion would remain the same even if we considered the dependence of c
(1)
i , c

(2)
i and c

(3)
i

on τ
(c)
i . In fact, by using this approximation, we actually underestimate the benefits of the cheater

(the cheater gets more throughput in reality).
We will now verify this claim (and the modified Bianchi’s model) by simulations performed in

ns-2 [3]. The simulation setup1, summarized in Table 1.1, consists of N = 20 sender nodes. A node
X deliberately fails to adhere to the protocol and tries to misbehave following the cheating model
presented in Section 1.3. The parameter values for the IEEE 802.11 protocol are chosen according
to the IEEE 802.11b standard [30]. The duration for each simulation run is 50 seconds and the
results are averaged over 5 simulation runs.

Figure 1.3 plots the throughput obtained by cheater X, as well as by each well-behaved node
for different values of WX . Simulation results show a good match with the analytical results. As
can be observed from Figure 1.3, the throughput obtained by the cheater increases monotonically
with the decrease in WX .

1In the rest of the chapter, we will only mention the changes that are done from this reference simulation setup.
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Table 1.1: Simulation parameters

Parameter Value

Topology 100 m × 100 m, random

Receive range 240 m

Propagation Free space

MAC 802.11b

Scheme Basic (No RTS/CTS)

Channel capacity 2 Mbits/s

Traffic sources CBR / UDP, 1050-byte frames each 5 ms

Now that we have characterized the cheaters’ payoff functions ui(W ) = r
(c)
i (W ), we next study

Nash equilibria of the single stage game Gcsma/ca.

1.5 Nash Equilibria of the CSMA/CA Game

In this section we do not consider well-behaved nodes (i.e., we assume N = I). We will focus only
on pure-strategy Nash equilibria (Section 1.2), since, as we will show soon, they exist in Gcsma/ca

and we know from the expression (1.2) in Section 1.2 that no player can do better than playing his
best response pure-strategies.

We will study the existence of Nash equilibria by making use of the concept of a player’s best-
response function introduced in Section 1.2.1. Let us introduce the following notations

W−i = (W1, . . . , Wi−1, Wi+1, . . . , WI)

S−i = {S1, . . . , Si−1, Si+1, . . . , SI} ,

where Si are the pure-strategy sets of the players (cf. expression (1.13)). Following the exposition
in Section 1.2.1, we define a player i’s best-response (set valued) function Bi(W−i) as follows

Bi(W−i) =
{

Wi ∈ Si : r
(c)
i (Wi, W−i) ≥ r

(c)
i

(
W

′

i , W−i

)
for all W

′

i ∈ Si

}
.

Then from Definition 3 (Section 1.2.1), we know that a pure-strategy profile W ∗ = (W ∗
1 , . . . , W ∗

I )
is a Nash equilibrium if and only if W ∗

i ∈ Bi(W
∗
−i) for every player i ∈ I.

Lemma 1 For any strategy profile W that constitutes a Nash equilibrium in Gcsma/ca, ∃i ∈ I such
that Wi = 1.

Proof: Assume by contradiction that W = (W1, . . . , WI) is a Nash equilibrium such that Wk > 1,

∀k ∈ I. Now, take one player, say i, and consider his best-response function Bi(W−i). Since r
(c)
i is a

strictly decreasing function of Wi (equation (1.26) and Wk > 1 ⇒ τ
(c)
k < 1, ∀k ∈ I (equation (1.18)),

it follows readily that the only value of Wi that satisfies

r
(c)
i (Wi, W−i) ≥ r

(c)
i

(
W

′

i , W−i

)
for all W

′

i ∈ Si ,
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is unity, that is, Bi(W−i) = {1}. Since, by definition, at any Nash equilibrium Wi ∈ Bi(W−i), we
have Wi = 1. However, this contradicts our initial assumption that Wi > 1, which concludes the
proof. 2

Theorem 2 The game Gcsma/ca admits exactly (Wmax + 1)I − W I
max Nash equilibria.

Proof: Assume that for some player i ∈ I we have Wi = 1. Then his access probability τ
(c)
i = 1

and consequently for all players k ∈ I\{i} it follows that r
(c)
k = 0 for any value of Wk ∈ Sk (equa-

tion (1.21)). Therefore, for any value of Wk ∈ Sk we have Wk ∈ Bk(W−k), where k ∈ I\{i}. This
clearly holds for any number of players who have their contention window set to unity. Combining
this with Lemma 1, we obtain the following characterization of Nash equilibria:

(Nash equilibria) At any Nash equilibrium of Gcsma/ca we have at least one cheater
who sets his contention window to unity and all the other cheaters play any strategy from
{1, . . . , Wmax, W∞}.

Finally, the theorem follows by observing that out of the total of (Wmax + 1)I different strategy
profiles W = (W1, . . . , WI), (Wj ∈ {1, . . . , Wmax, W∞}), exactly W I

max do not contain any unity
element. 2

It is interesting to observe that the equilibria can be classified in two families. To describe these,
we define a set D = {i : Wi = 1, i ∈ I}.

1st family: |D| = 1, that is, there is only one player i ∈ I who plays Wi = 1 and receives a

non-null throughput r
(c)
i > 0, and rk = 0 for all players k ∈ I\{i}.

2nd family: |D| > 1, that is, we have more than one player i ∈ I who play strategy Wi = 1,

in which case r
(c)
k = 0, for all players k ∈ I.

Note that some Nash equilibria from the first family are also Pareto optimal. For example, a
strategy profile W = (1, W2 = W∞, . . . , WI = W∞) is a Pareto optimal Nash equilibrium, since

players I\{i} do not actually transmit (i.e., Wi = W∞ = ∞ ⇒ τ
(c)
i = 0) and player 1 gets all the

system capacity for himself. This is interesting, since it is seldom the case that Nash equilibria
are also Pareto optimal. The equilibria from the second family are known as the tragedy of the
commons in economics.

It is important to emphasize that in our search for Nash equilibria, we take into account weakly
dominated strategies (see Definition 1). If, on the contrary, we do not consider weakly dominated
strategies (a usual practice), the only Nash equilibrium of the game Gcsma/ca is the strategy profile
W = (Wi = 1)i∈I . It is generally believed that for noncooperative channel access games (as the
one studied in this chapter) the strategy profile W = (Wi = 1)i∈I is the unique and robust Nash
equilibrium. However, we have shown here (Theorem 2) that it is certainly not the only Nash
equilibrium of Gcsma/ca. We next show that this strategy profile is neither robust in the game
Gcsma/ca.

Let us define an approximate game Ĝcsma/ca to our original game Gcsma/ca as follows

Ĝcsma/ca = 〈I, (Si)i∈I , (ûi)i∈I〉 , with ûi(W ) = r
(c)
i (W ) −

{
εi, if Wi < W∞;
0, if Wi = W∞

, ∀i ∈ I ,
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where εi is an infinitesimally small but positive constant (i.e., 0 < εi ¿ 1) that satisfies the following:

r
(c)
i (W ) > εi, ∀W such that r

(c)
i (W ) > 0; the existence of such a constant follows from the fact that

the number of nodes in the system is finite (N < ∞).
Intuitively, the cost term εi says that a player prefers not transmitting at all than transmit-

ting unsuccessfully. Being infinitesimally small, the cost term εi does not change significantly the
player i’s payoff function ui. Let us now look at the equilibria of the game Ĝcsma/ca.

Theorem 3 A strategy profile W is a Nash equilibrium of the game Ĝcsma/ca if and only if

∃! i ∈ I such that Wi = 1 and Wj = W∞, ∀j ∈ I\{i} .

Proof: It is easily seen that Lemma 1 applies to game Ĝcsma/ca too. Now, consider again the case

where for some player i ∈ I we have Wi = 1. Then his access probability τ
(c)
i = 1 and consequently

for all players k ∈ I\{i} it follows that r
(c)
k = 0 for any value of Wk ∈ Sk (equation (1.21)). This

further implies uk(W ) = −εk ≤ 0. The best response function for player k in game Ĝcsma/ca is

B̂k(W−k) =
{

Wk ∈ Sk : ûk (Wk, W−k) ≥ ûk

(
W

′

k, W−k

)
for all W

′

k ∈ Sk

}
.

Then, B̂k(W−k) = {W∞}, ∀k ∈ I\{i}, since uk(Wk = W∞, W−k) = 0 ≥ −εk. Also,
B̂i

(
(Wk = W∞)k∈I\{i}

)
= {1} (Lemma 1). Therefore, a strategy profile

W =
(
Wi = 1, (Wk = W∞)k∈I\{i}

)

is a Nash equilibrium by Definition 3 (Section 1.2). We conclude the proof by observing that this
is valid for an arbitrary player i ∈ I. 2

Therefore, by an infinitesimally small change in the original game’s payoff functions, we have
arrived at a game with a significantly different set of Nash equilibria: the set of Nash equilibria of
Ĝcsma/ca is a small subset of those of Gcsma/ca. Actually, all the Nash equilibria in Ĝcsma/ca are

Pareto optimal and the strategy profile (Wi = 1)i∈I is not even an equilibrium point in Ĝcsma/ca.
We conclude our study of robustness of the Nash equilibria of our original game Gcsma/ca with the
following theorem.

Theorem 4 The Nash equilibrium W = (Wi = 1)i∈I of the CSMA/CA game Gcsma/ca is nonessen-
tial (it is not robust), and therefore the CSMA/CA game Gcsma/ca is nonessential.

Proof: The notion of essential games was introduced in Section 1.2.3. Observe first that the
Nash equilibrium W = (Wi = 1)i∈I of Gcsma/ca implies ui(W ) = 0, σi(Wi = 1) = 1 and
σi(Wi ∈ Si\{1}) = 0, ∀i ∈ I; recall σi(Wi) is the probability that player i assigns to strategy
Wi ∈ Si. Let us also fix the following equilibrium of game Ĝcsma/ca

Ŵ =
(
Ŵ1 = W∞, Ŵ2 = 1, Ŵ3 = W∞, . . . , ŴI = W∞

)
.

Note that this implies σ̂i

(
Ŵi = 1

)
= 0, ∀i ∈ I\{2}.

To prove this theorem, we next calculate the distances D(·) and d(·) between the payoff vectors u
and û, and between the strategy vectors σ and σ̂ of the games Gcsma/ca and Ĝcsma/ca, respectively.
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Using the definitions introduced in Section 1.2.3, we have

D(u, û) = max
i∈I,W∈×i∈ISi

∣∣ui(W ) − ûi(W )
∣∣

≤ max
i∈I,W∈×i∈ISi

εi

= η ,

where η > 0 is an infinitesimally small but positive value; this follows from the definition of εi.
Similarly, for the distance between strategy profiles we have

d(σ, σ̂) = max
i∈I,Wi∈Si

∣∣σi(Wi) − σ̂i(Wi)
∣∣

(1)

≥ max
i∈I,W=(Wi=1)i∈I

∣∣σi(Wi) − σ̂i(Wi)
∣∣

= max
i∈I

∣∣σi(Wi = 1) − σ̂i(Wi = 1)
∣∣

(2)
= 1 ,

where the inequality (1) follows from the fact that we reduce the maximization domain and the
equality (2) follows from the two fixed Nash equilibria W and Ŵ . But then it follows immedi-
ately from Definition 4 (Section 1.2.3) that the Nash equilibrium W is not essential (robust) and
consequently the game Gcsma/ca is nonessential. 2

We conclude that, contrary to the intuition (and somewhat common belief in the networking
community), the tragedy of the common equilibria of the game Gcsma/ca are not robust.

1.6 Uniqueness, Fairness and Pareto Optimality

We saw in the earlier section that, generally, there exist two families of Nash equilibria in the
CSMA/CA game Gcsma/ca. In the first family, we have great unfairness (a single player gets some
positive payoff). Recall that some of the equilibria from the first family are system (Pareto) optimal.
In the second family, we have highly inefficient equilibria resulting in a zero payoff for every player.
Moreover, some equilibria of the game Gcsma/ca are not robust, even to infinitesimally small payoff
perturbations. Therefore, we look for an alternative solution to Gcsma/ca by allowing the players to
agree on the strategies they will use.

A desirable solution of the CSMA/CA game should exhibit the following three properties.

(Uniqueness) The solution should be unique. This is to avoid uncertainties with respect to
what solution each player should choose.

(Fairness) The solution should result in a fair distribution of the system throughput.

(Pareto optimality) The solution should result in a Pareto optimal allocation of the available
bandwidth.

In order to derive such a solution we use the Nash Bargaining Framework (NBF) introduced in
Section 1.2.2. We know from that section that the NBF is used to model a situation in which the
players negotiate on which point of the set of joint feasible payoffs R they will agree upon. As in
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the previous section, we will focus our game theoretic analysis on the cheating nodes. In the case
of the game Gcsma/ca, the set of joint feasible payoffs is given as follows

R =
{

r(c) =
(
r
(c)
1 , . . . , r

(c)
I

)
: r

(c)
i = gi(W ), i ∈ I, W ∈ S

}
, (1.27)

where the functions gi(·) are derived from expressions (1.18) and (1.21), and S = ×i∈ISi. The
important element in the Nash bargaining framework is a fixed disagreement vector r◦ = (r◦1, . . . , r

◦
I )

(see Section 1.2.2). For our problem, it is reasonable to define for every player i ∈ I

r◦i = min
W−i∈S−i

max
Wi∈Si

r
(c)
i (Wi, W−i) = 0 .

Hence, the disagreement point r◦ becomes

r◦ = (r◦i = 0)i∈I ,

which implies that the corresponding strategy profile W ◦ is such that at least two or more players i
play strategy Wi = 1. It is important to stress at this point that such a strategy profile is a Nash
equilibrium of the single stage game Gcsma/ca (see the characterization of Nash equilibria in the
proof of Theorem 2). This gives a high credibility to the disagreement point r◦. Thus the whole
bargaining problem, in the context of the game Gcsma/ca, can be conveniently described by the pair
(R, r◦).

We know from Section 1.2.2 that a sufficient condition for the bargaining problem B to have a
unique solution (the Nash Bargaining Solution) satisfying the Nash axioms IUO, IUU , P , S and
IAA is that the set of joint payoffs is convex and compact (and there exists at least one feasible point
strictly preferable to the disagreement point). However, the set of joint payoffs R in the case of the
CSMA/CA game Gcsma/ca is neither compact nor convex: it consists of a countably finite number

of points r(c). Nevertheless, we will show that the bargaining problem (R, r◦), with R being the
non-convex and non-compact set of feasible payoffs in Gcsma/ca has a unique solution satisfying all
the Nash axioms (in particular Pareto-optimality (axiom P ) and fairness (axiom S)). Therefore, the
desirable solution defined at the beginning of this section is actually the Nash Bargaining Solution
(NBS) of the problem (R, r◦).

From the Nash bargaining framework, we know that the NBS is obtained as the unique solution
of the maximization problem (1.10). Let us define the corresponding maximization problem for the
bargaining problem (R, r◦) as follows

maximize
∏

i∈I

(
r
(c)
i − r◦i

)

subject to r(c) ∈ R

r(c) ≥ r◦ .

(1.28)

By taking the logarithm of the objective function of (1.28) and using the fact r◦i = 0, ∀i ∈ I, we
obtain the equivalent maximization problem Π1 [39]

maximize
∑

i∈I

log
{

r
(c)
i (W )

}

subject to r(c) = g(W )

r(c) ≥ 0

W ∈ S ,

(1.29)
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where g(W )
def
= (g1(W ), . . . , gI(W )). In order to solve the problem Π1 we relax the integrality

constraints W ∈ S by making Wi (∀i ∈ I) continuous variables that take the values from the set
[0,∞]. For mathematical convenience we will be working with the access probabilities τi ∈ [0, 1],
i ∈ I, instead of the size of the contention windows. With these changes we define the following
optimization problem Π2

maximize
∑

i∈I

log
{

r
(c)
i (τ)

}

subject to 0 ≤ τ ≤ 1 .

(1.30)

We observe that the objective function of the problem Π2 is strictly concave and its domain is
the convex set [0, 1]I . Therefore, Π2 admits a unique solution [22]. Let us denote the value of
this solution with v2. Since the problem Π2 is a relaxed version of the problem Π1, we know that
v2 ≥ v1, where v1 is the value of the optimal solution of the problem Π1. To solve Π2 we define
the corresponding Lagrangian L as follows

L
(
r(c), λ

)
=

∑

i∈I

log
(
r
(c)
i

)
−

∑

i∈I

λi (τi − 1) . (1.31)

It is known from the convex optimization theory that the Karush-Kuhn-Tucker (KKT) first order
conditions are sufficient conditions for a concave function to be maximized over a convex set (assum-
ing that the constraint qualification holds) [22]. Therefore, in the case of the problem Π2 the KKT
first-order conditions are sufficient optimality conditions. From the first-order KKT conditions we
have

∂L
∂τk

=
∑

i∈I

1

r
(c)
i

∂r
(c)
i

∂τk
− λk = 0, ∀k ∈ I , (1.32)

and
λk (τk − 1) = 0, ∀k ∈ I . (1.33)

Now, it is easily seen that λk = 0, ∀k ∈ I. This follows from the fact that there exists a feasible

vector τ < 1 such that the optimal value of the equivalent to Π2, i.e.,
∏

k∈I r
(c)
k is strictly positive;

in case τk = 1, ∀k ∈ I, we have
∏

k∈I r
(c)
k = 0. Therefore, conditions (1.32) change to

∂L
∂τk

=
∑

i∈I

1

r
(c)
i

∂r
(c)
i

∂τk
= 0, ∀k ∈ I , (1.34)

Inspired by the symmetry property of the Nash Bargaining Solution, we next prove that the
unique solution τ∗ = (τ∗

1 , . . . , τ∗
I ) of the problem Π2 satisfies τ∗

i = τ∗
j , ∀i, j ∈ I. We prove this by

using the I KKT conditions (1.34). Since the constraints in the problem Π2 satisfy the constraint
qualification, the conditions (1.34) make a system of I independent equations with I unknowns τi,
i = {1, . . . , I}. Therefore, this system admits a unique solution. We show that there exists a value
τ∗ ∈ (0, 1) such that τi = τ∗, ∀i ∈ I, solves the system (1.34).

We first evaluate the partial derivatives ∂r
(c)
i /∂τk for all i ∈ I and for the fixed k ∈ I by making

use of (1.21).

∂r
(c)
k

∂τk
=

∂

∂τk

(
τkc

(1)
k

τkc
(2)
k + c

(3)
k

)
=

p−kLc
(3)
k(

τkc
(2)
k + c

(3)
k

)2 , (1.35)
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where p−i =
∏

j∈I\{i}(1 − τj). Similarly,

∂r
(c)
i

∂τk
=

∂

∂τk

(
τic

(1)
i

τic
(2)
i + c

(3)
i

)
=

∂

∂τk

(
τic

(1)
i

τkc
(2)
k + c

(3)
k

)

= − τip−i,kL(
τkc

(2)
k + c

(3)
k

)2

(
c
(2)
k + c

(3)
k

)
,

(1.36)

where p−i,k =
∏

j∈I\{i,k}(1 − τj). We postulate that τi = τj = τ , ∀i, j ∈ I, and therefore we next
evaluate the partial derivatives (1.35) and (1.36) at τ ; for this reason, we will drop indexes from

expressions c
(2)
i and c

(3)
i (given by (1.23) and (1.24), respectively).

∂r
(c)
k

∂τk
τi=τ
∀i∈I

= (1 − τ)I−1L
c(3)(τ)

c(τ)
, (1.37)

where c(τ) = τc(2)(τ) + c(3)(τ). Similarly,

∂r
(c)
i

∂τk
τi=τ
∀i∈I

= −τ(1 − τ)I−2L
c(2)(τ) + c(3)(τ)

c(τ)
. (1.38)

By applying the same to the equations (1.34), they simplify to

∑

i∈I

∂r
(c)
i

∂τk
τi=τ
∀i∈I

= 0, ∀k ∈ I , (1.39)

since r
(c)
i (τ) = r

(c)
j (τ), ∀i, j ∈ I. Finally, by plugging the expressions (1.37) and (1.38) into the

equations (1.39), they simplify to

F (τ)
def.
=

τ

1 − τ

(
1 +

c(2)(τ)

c(3)(τ)

)
=

1

I − 1
, ∀k ∈ I , (1.40)

where

c(2)(τ) = (1 − τ)I−1(T s − T id) − (I − 1)τ(1 − τ)I−2(T s − T c)

c(3)(τ) = T c − (1 − τ)I−1(T c − T id) + (I − 1)τ(1 − τ)I−2(T s − T c) .
(1.41)

Note that c(3)(τ) > 0, ∀τ ∈ [0, 1] (since, T s > T c). Furthermore, since 0 ≤ c(2)(τ) < ∞ we have
F (0) = 0 and F (1) = ∞. Now, from 1/(I −1) ≤ 1 (for I ≥ 2) it follows that there exist at least one
value of τ such that the function y = F (τ) intersects the line y = 1/(I − 1) ≤ 1. Since F (0) = 0,
F (1) = ∞ and 0 < 1/(I − 1) ≤ 1, y = F (τ) intersects y = 1/(I − 1) for values of τ ∈ (0, 1).
Let us denote any such value by τ∗. But then any point (τ1 = τ∗, . . . , τI = τ∗) is a solution of the
problem Π2. We already argued that the problem Π2 admits a unique solution that solves the
set of equations (1.39), that is, the equations (1.40). Therefore, τ∗ must be unique (i.e., y = F (τ)
intersects y = 1/(I − 1) in a single point). We have thus proved the following theorem.

Theorem 5 The problem Π2 admits a unique solution (τ1 = τ∗, . . . , τI = τ∗), with τ∗ ∈ (0, 1).
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Figure 1.4: Throughput vs. contention window size of the cheaters (20 nodes, out of which 10
cheaters)

Since the problem Π2 is just a continuous version of the problem Π1, i.e., we relax the integrality
constraints on the variables Wi, ∀i ∈ I, we conjecture that an equivalent to Theorem 5 also holds
for the problem Π1. Observe that τi = τ∗ (∀i ∈ I) is not necessarily a feasible solution of the
problem Π1. However, if there exists an integer W such that τ∗ = 1/(W + 1), then we know that
vector (W1 = W, . . . , WI = W ) is a unique solution to the problem Π1. This follows from the fact
that (W1 = W, . . . , WI = W ) is a feasible solution to the problem Π1 and v2 ≥ v1.

Conjecture 1 The problem Π1 admits a unique solution satisfying Wi = W ∗, (W ∗ ∈ Si), ∀i ∈ I.

Observe that in this case the point (Wi = W ∗)i∈I is Pareto optimal. This follows readily from
the format of the problem Π1. Thus, the solution (Wi = W ∗)i∈I satisfies the symmetry (S) and
Pareto optimality (P ) Nash axioms (cf. Section 1.2.2). It is also easily seen that it satisfies the
other Nash axioms, namely, IUO, IUU and IAA; this is also implied by the format of the problem
Π1.

In order to find the optimal value of the contention window W ∗, on Figure 1.4 we plot the
average aggregated throughput (the system throughput) obtained by 10 cheaters, all of which use
the same contention window size; the simulation setup was described in Section 1.4.1 (Table 1.1).
Note that in the simulations we take into account well-behaved nodes; they, however, do not affect
that qualitative conclusions of the analytical treatment in this section. From this figure we can
see that there exists a unique joint contention window size W ∗ maximizing the system throughput,
which is consistent with the conclusion of Theorem 5 and Conjecture 1. A similar observation was
already made by Bianchi in [19].

We conclude that the strategy profile (Wi = W ∗)i∈I exhibits all the properties of a desirable
point of operation in the CSMA/CA game Gcsma/ca. In our context, this is significant since (Wi =
W ∗)i∈I is not a Nash equilibrium point (because, W ∗

i > 1, ∀i ∈ I) and as such might not be stable.
Therefore, in the following section, we look at how to make the conjectured Pareto-optimal point
(Wi = W ∗)i∈I a Nash equilibrium point.
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1.7 Multiple Stage CSMA/CA Game

Having determined the desirable point of operation (Wi = W ∗)i∈I , we now intend to devise a
strategy allowing the players to converge to this point. For this purpose, we make use of the theory
of repeated games [40]. Repeated games capture the idea that a player can condition his future
moves on the previous outcomes in the game. Using this model, we show how to make the point
(Wi = W ∗)i∈I a Nash equilibrium of the game G∞

csma/ca. We also devise a simple distributed
algorithm that leads the players to this equilibrium point.

1.7.1 Nash Equilibria of the Repeated Game

Essentially, the multiple stage (or repeated) CSMA/CA game is defined as the game Gcsma/ca

played repeatedly T times. In our study, we consider an infinitely repeated game, that is, T → ∞.
We denote the repeated CSMA/CA game by G∞

csma/ca. In this new setting, the utility function of
every player i ∈ I changes to

u∞
i = lim inf

T→∞

1

T

T∑

t=1

ut
i(τ

t
i , τ

t
−i) (1.42)

where ut
i(τ

t
i , τ

t
−i) denotes a stage t payoff for the player i; the lim inf in this expression is in response

to the fact that some infinite sequences of stage payoffs do not have well-defined average values.
One of the reasons that we do not use the discounting criteria, where “impatient” players discount
future payoffs, is that, as we show in Section 1.8, the players in our game converge reasonably fast to
a game equilibrium. Therefore, it is reasonable to assume that the players are “completely patient”
(no discounting).

For mathematical convenience, we assume W t
i (that is, τ t

i ) to be a continuous variable for every
player i ∈ I, and for all t = {1, . . . , T}. Moreover, τ t

i ∈ [0, 1], ∀i ∈ I, (t = {1, . . . , T}).
Let us define the following penalty functions for every player i ∈ I

pi(τi, τ−i) =

{
ϕi(τi, τ−i), τi ∈ (τ , 1];
0, τi ∈ [0, τ ] ,

(1.43)

where τ ∈ (0, 1) represents a targeted equilibrium point and ϕi(τi, τ−i) satisfies

ϕi(τi, τ−i) > 0 and
∂

∂τi
ϕi(τi, τ−i) >

∂

∂τi
r
(c)
i (τi, τ−i), ∀τi ∈ (τ , 1] and τj < 1 (j ∈ I\{i}) . (1.44)

Let us further define the players’ per stage payoffs as

ut
i(τ

t
i , τ

t
−i) = r(c)t(τ t

i , τ
t
−i) − pt

i(τ
t
i , τ

t
−i), ∀i ∈ I . (1.45)

We note here that any penalizing mechanism used to impose the penalty pt
i on some player i,

should be designed so that it does not bring any performance degradation to the players k ∈ I\{i}.
A “nice” property of the single-channel single-collision domain CSMA/CA networks is that at any
time instant only one station can successfully transmit. Therefore, in these networks, we can single
out any player for punishment. In game theory, this property is know as full dimensionality [40].

Lemma 2 Let τ t
j < 1, ∀j ∈ I\{i}. Then, the stage payoff function ut

i(τ
t
i , τ

t
−i) has a unique

maximizer τ t
i = τ ∈ (0, 1) for every stage t = {1, . . . , T}.
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Proof: Since τ t
k < 1, ∀k ∈ I\{i}, we have from the equation (1.21)

∂

∂τ t
i

r
(c)t
i (τ t

i , τ
t
−i) > 0 (1.46)

for τ t
i ∈ [0, 1]. Therefore, on the interval [0, τ ], τ t

i = τ is the unique maximizer of the payoff
ut

i(τ
t
i , τ

t
−i). For the remaining interval (τ , 1] we have

∂

∂τ t
i

ut
i(τ

t
i , τ

t
−i) =

∂

∂τ t
i

r
(c)t
i (τ t

i , τ
t
−i) −

∂

∂τi
ϕt

i(τ
t
i , τ

t
−i)

(1)
< 0 ,

where the inequality (1) follows from the condition (1.44). Therefore, on the interval (τ , 1],
ut

i(τ
t
i , τ

t
−i) is a strictly decreasing function in τ t

i , which concludes the proof. 2

Lemma 2 implies that the strategy profile (τ t
i = τ)i∈I is the unique Nash equilibrium of the

constituent game Gcsma/ca played in stage t. In order to study the equilibria of the repeated
game G∞

csma/ca, we first define (informally) the notion of a subgame-perfect equilibrium (or Subgame

Perfect Nash Equilibrium (SPNE)). Informally, a strategy profile (τ t
i )i∈I,t={1,...,T} is a subgame

perfect Nash equilibrium if it induces a Nash equilibrium in every subgame of G∞
csma/ca, that is, if

(τ t
i )i∈I,t={1,...,T} is a Nash equilibrium of G∞

csma/ca then (τ t
i )i∈I,t={k,...,T} is a Nash equilibrium of the

subgame Gk,∞
csma/ca played from stage k on, for every k ∈ {1, . . . ,∞}. Note that with this notation

G∞
csma/ca = G1,∞

csma/ca.

Theorem 6 A strategy profile (τ t
i = τ)i∈I,t={1,...,T} is a subgame perfect Nash equilibrium (SPNE)

of the game G∞
csma/ca.

Proof: For every k ∈ {1, . . . , T} and every player i ∈ I the following holds

uk,∞
i = lim inf

T→∞

1

T

T∑

t=k

ut
i(τ

t
i , τ

t
−i)

≤ lim inf
T→∞

1

T

T∑

t=k

max
τ t
i ∈[0,1]

{
ut

i(τ
t
i , τ

t
−i)

}

(1)
= ui

(
(τj = τ)j∈I

)
,

where (1) follows from Lemma 2. Therefore, by definition, (τ t
i = τ)i∈I,t={1,...,T} is a SPNE of

G∞
csma/ca. 2

Observe that (τ t
i = τ)i∈I,t={1,...,T} is not a unique SPNE under the averaging criterion given

by (1.42). The reason is that any finite number of deviations by some player i from the equilibrium
strategy τ t

i = τ becomes irrelevant under the averaging criterion (1.42). Still, the prevalent strategy
of the player i should be τ t

i = τ , since otherwise his overall payoff will be strictly smaller than
ui

(
(τj = τ)j∈I

)
; in G∞

csma/ca, any deviation from τ necessarily result in the smaller per stage payoff.
We will see in Section 1.7.3 the importance of this “insensitivity to finite losses”.

The following corollary is a simple implication of the penalty functions pi, (i ∈ I), defined by
(1.43). This result is reminiscent of the Nash Folk theorem [40].

Corollary 1 Any strategy profile (τ t
i = τ)i∈I,t={1,...,T}, such that τ ∈ (0, 1), can be made a SPNE.

In our context, this result is important as we want to make the Pareto optimal point
(Wi = W ∗)i∈I , i.e., the corresponding channel access probability profile

(
τi = 2/(1 + W ∗)

)
i∈I

, a
Nash equilibrium.
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1.7.2 Practical Penalty Function

Let us consider two arbitrary players k and i from set I. Let us assume that player k calculates
the penalty pi to be inflicted on player i as follows

pi(τi, τ−i) =

{
r
(c)
i (τi, τ−i) − r

(c)
k (τi, τ−i), if r

(c)
i (τi, τ−i) > r

(c)
k (τi, τ−i);

0, otherwise .
(1.47)

It is easily seen that the penalty function (1.47) has essentially the same format as the penalty
function given by (1.43) and (1.44). To see this, using the notation of the definition in (1.43), we

define ϕi(τi, τ−i)
def
= r

(c)
i (τi, τ−i) − r

(c)
k (τi, τ−i), where r

(c)
i (τi, τ−i) > r

(c)
k (τi, τ−i). Observe that the

condition r
(c)
i (τi, τ−i) > r

(c)
k (τi, τ−i) in (1.47) is equivalent to τi > τk when τj < 1, ∀j ∈ I\{i}.

Finally, for τj < 1, ∀j ∈ I\{i}, we have

∂

∂τi
ϕi(τi, τ−i) =

∂

∂τi
r
(c)
i (τi, τ−i) +

∣∣∣∣
∂

∂τi
r
(c)
k (τi, τ−i)

∣∣∣∣
(1)
>

∂

∂τi
r
(c)
i (τi, τ−i) ,

where (1) follows from the fact that τj < 1, ∀j ∈ I\{i}.
Therefore, we can apply Lemma 2 to conclude that the unique maximizer of the player i’s (single

stage) payoff ui(τi, τ−i) is τi = τk. In the context of the two players i and k, a very important
property of the penalty function is that it results in the same throughputs for both player i and
player k; i.e., τi = τk implies that players i and k will receive the same throughputs.

Inspired by the penalty functions (1.47), we have designed a simple penalizing scheme, in which
the packets of the noncooperative player are selectively jammed for a short duration of time, T jam,
by the other players in the system. By the “noncooperative player” we mean the player that
deviates from the given equilibrium point. Suppose that a player k ∈ I detects the presence of a
noncooperative player i ∈ I. Thereafter, if the player k listens to a transmitted packet corresponding
to the player k, it switches to transmission mode and jams enough bits so that the packet cannot
be properly recovered at the receiver.

Let the throughput obtained by the two considered players over the last observation window,

T obs, be r
(c)
i and r

(c)
k , respectively, where r

(c)
i > r

(c)
k . As we saw above, the penalty function (1.47)

aims at making the throughputs received by the players i and k equal. We denote with r
(c)
x (t) the

instantaneous throughput of the given player x. The average throughput received by the players i
and k should be the same over the total time duration of T obs + T jam, that is,

1

T obs + T jam

∫ t+T obs+T jam

t
r
(c)
k (t)dt =

1

T obs + T jam

∫ t+T obs+T jam

t
r
(c)
i (t)dt

(1)
=

1

T obs + T jam

∫ t+T obs

t
r
(c)
i (t)dt ,

(1.48)

where (1) follows from the fact that the player k jams the player i during the period T jam. Let us
denote the average throughput over a time period P starting at time instant t by r(t, P ), that is,

r(t, P )
def
=

1

P

∫ t+P

t
r(t)dt.

Then, from the expression (1.48) we obtain

T jam = T obs r
(c)
i

(
t, T obs

)
− r

(c)
k

(
t, T obs

)

r
(c)
k (t + T obs, T jam)

. (1.49)
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Figure 1.5: Realization of the penalty function pi(τi, τ−i) by the selective jamming: (a) Throughputs
(payoffs) obtained by the cheaters over time in the presence of the noncooperative cheater X and
selective jamming mechanism; (b) Unilateral deviation by the cheater X with and without the
penalty mechanism.

We note that T jam < ∞, except in the case when r
(c)
k

(
t + T obs, T jam

)
= 0. But the case

r
(c)
k

(
t + T obs, T jam

)
= 0 never happens under the penalty functions (1.47) if all the players are

rational (and the number of players is finite); by the Theorem 6 there are strictly better outcomes
than zero for every player. It is also interesting to observe that the noncooperative player i mini-

mizes T jam by playing τi = 0 during the period T jam. This is because ∂r
(c)
k /∂τi < 0, when τj < 1,

∀j ∈ I\{i}, and therefore r
(c)
k

(
t + T obs, T jam

)
gets larger.

We have implemented the jamming mechanism in ns-2. The simulation setup is the same as
in Section 1.4.1 with N = 20 and I = 10. We randomly pick up a cheating player, designated as
cheater X, and fix his contention window size to be 10. The contention window size for all the
other cheaters in the system is fixed to the point W = 30, (i.e., the corresponding τ). We use an
observation window size, T obs, of 20 seconds. Cheater X gets detected by the other cheaters in the
network and is penalized for his deviation. We describe the detection mechanism in Section 1.8.1.
On Figure 1.5(a) we plot the throughput obtained by the cheaters in the system over time, with
and without the penalizing scheme. As can be observed from Figure 1.5(a), cheater X is detected
and is penalized for his deviation. When penalized, the cheater X’s throughput drops to zero.
Observe from this figure the dependency of the period T jam on the observation period T obs; for
better system efficiency, T obs should be kept short (much shorter than 20 seconds as used in our
simulations).

Figure 1.5(b) plots the average throughput obtained by cheater X, when it unilaterally deviates
from the given equilibrium point W = 30. The results are averaged over a duration of 1000 seconds.
As can be observed from Figure 1.5(b), after the introduction of the detection and penalizing
mechanism, cheater X achieves maximum throughput by operating at the given equilibrium point
W , i.e., τ , which is consistent with the result of Lemma 2. Thus, any unilateral deviation from this
point brings less payoff to the cheater X. Therefore, by definition, W is a unique Nash equilibrium
of the single stage game.
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1.7.3 Equilibrium Coordination Algorithms

We first describe a simple algorithm that leads the players to a unique equilibrium point (τi = τ)i∈I

(not necessarily Nash) of the given stage. Then, we show how to use this algorithm to make the
Pareto optimal point

(
τi = 2/(1 + W ∗)

)
i∈I

a subgame perfect Nash equilibrium.
The main idea is that one player acts as a coordinator by inflicting penalties on other players

that receive higher payoffs (throughputs). We assume that initially τi < 1, ∀i ∈ I. Let us denote
the coordinator player with k. The initial access probability of the coordinator is τk = τ ≤ 1 − ε,
where 0 < ε ¿ 1 (arbitrarily small). Now, consider the following adaptation algorithm used by
every player i ∈ I\{k}:

dτi

dt
=

∂ui(τi, τ−i)

∂τi
while ensuring τi ≤ 1 − ε . (1.50)

This adaptation algorithm is inspired by Lemma 2, from which we know that the payoff functions

ui(τi, τ−i) = r
(c)
i (τi, τ−i) − pi(τi, τ−i), ∀i ∈ I admit the unique maximizer τi = τ . Note that the

algorithm (1.50) implies that each player i ∈ I\{k} simply adjusts his access probability so that
his payoff is maximized.

Theorem 7 For any initial channel access probability point (τi)i∈I , such that τi ≤ 1 − ε, ∀i ∈ I,
the algorithm (1.50) converges to τi = τ , ∀i ∈ I.

Proof: Let us denote with τ the point τ = (τi − τ)i∈I\{k}. Following Lyapunov stability theory [94],
we first define a function

V (τ) =
1

2

∑

i∈I\{k}

(τi − τ)2 .

Note that V (τ) is a positive definite function, since V (τ) > 0 except for (τi = τ)i∈I\{k} (i.e.,
V (0) = 0). Next we take the time derivative of V (τ) to obtain

dV (τ)

dt
=

∑

i∈I\{k}

(τi − τ)
dτi

dt

(1)
=

∑

i∈I\{k}

(τi − τ)
∂ui(τi, τ−i)

∂τi

(2)
=

∑

i∈I\{k}

(τi − τ) ×






∂r
(c)
k

(τi,τ−i)

∂τi
, if τi > τ ;

∂r
(c)
i (τi,τ−i)

∂τi
, if τi ≤ τ






(3)
< 0 if τi 6= τ ;
(4)
= 0, if τi = τ ,

where (1) follows from the definition (1.50), (2) follows from the definition of the penalty functions

(1.47), (3) follows from ∂r
(c)
k (τi, τ−i)/∂τi < 0 and ∂r

(c)
i (τi, τ−i)/∂τi > 0 (which holds since τi < 1,

∀i ∈ I), and (4) follows from the fact that ∂r
(c)
i (τi, τ−i)/∂τi < ∞. Therefore, V (τ) is a Lyapunov

function for the system of I − 1 differential equation(1.50), that is, this system converges to the
point (τi = τ)i∈I\{i} that is a globally asymptotically stable equilibrium point [94]. 2

Observe, however, that (τi = τ)i∈I is not a Nash equilibrium point, since the coordinator has
an incentive to deviate from this point; the coordinator is not penalized. For example, by misusing
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the penalization mechanism in such a way that the coordinator forces the other players to play the
strategy τ ′ ¿ τ , the coordinator can increase his own payoff uk(τk, τ−k). A potential remedy to this
problem is to let the other players to act as coordinators after some finite time (sufficiently long for
the above algorithm to converge), if they observe that the system did not converge to some common
point (τi = τ)i∈I . Recall that the players are not sensitive to finite-time losses under the averaging
criterion (1.42). In this case, if the original coordinator is not adaptive, the whole system will be
pulled to the equilibrium point τ (1) =

(
τk = τ , (τi = τ ′)i∈I\{k}

)
, where τ ′ ∈

{
arg mini∈I\{k}{τi}

}
.

If the player k is adaptive, the system will converge to the equilibrium point τ (2) = (τi = τ ′)i∈I

(Lemma 2). Therefore, uk

(
τ (2)

)
> uk

(
τ (1)

)
. In this way, the original coordinator will have an

incentive to misbehave against the other players, only if the point τ (2) gets him larger payoff than
(τi = τ)i∈I , that is, if

uk

(
τ (2)

)
> uk

(
(τi = τ)i∈I

)
.

But in this case, the payoff of every other player increases as well, since (τi = τ ′)i∈I\{k} is an
equilibrium point according to Theorem 7. Therefore, by making his decisions in a pure selfish way,
the player k actually acts in the interest of the overall system.

To motivate further the coordinator to follow the strategy prescribed by the coordination algo-
rithm (1.50), we next propose a simple adaptive algorithm that is run by the coordinator upon the
algorithm (1.50) has converged to some point (τi = τ)i∈I in the given stage, and which increases the
coordinator’s payoff in each stage until all the players settle down on the Pareto optimal equilibrium
point

(
τ∗
i = 2/(1 + W ∗)

)
i∈I

. This is the unique point that maximizes the payoffs of each player
simultaneously (see Figure 1.4), i.e., for every player i ∈ I we have

ui

((
τi =

2

1 + W ∗

)

i∈I

)
≥ ui

(
(τi = τ)i∈I

)
for any τ ∈ [0, 1] .

Therefore, the coordinator has no incentive to deviate from this point. Since, in addition, the
coordinator inflicts penalties on all the other players, the Pareto optimal point

(
τ∗
i = 2/(1 + W ∗)

)
i∈I

is a subgame perfect Nash equilibrium (SPNE) according to Theorem 6. Note that the threat that
the other players will become coordinators themselves if the system does not stabilize, in a prescribed
finite time, on some equilibrium (τi = τ)i∈I , is crucial for the above result about the SPNE to hold.

After the players stabilize on some stage equilibrium point (τi = τ)i∈I , the coordinator k changes
his access probability τk according to the following gradient based algorithm

dτk

dt
=

∂uk

(
(τi = τk)i∈I

)

∂τk
=

∂r
(c)
k

(
(τi = τk)i∈I

)

∂τk
. (1.51)

The algorithm (1.51) simply tries to pinpoint the unique maximizer τ∗ = 2/(1 + W ∗) of the
function rk

(
(τi = τk)i∈I

)
, that is, of the aggregate throughput function ragg = Irk

(
(τi = τk)i∈I

)
(see

Figure 1.4). That this algorithm converges follows easily from the fact that the positive definite
function

V (τ) =
1

2
(τk − τ∗)2 ,
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with τ = τk − τ∗, is a Lyapunov function for the differential equations in (1.51). Indeed,

dV (τ)

dt
= (τk − τ∗)

dτk

dt

= (τk − τ∗)
∂r

(c)
k

(
(τi = τk)i∈I

)

∂τk{
< 0 if τk 6= τ∗;
= 0, if τk = τ∗ .

Therefore, the overall coordination procedure can be seen as switching between the two algo-
rithms (1.50) and (1.51). The coordinator chooses some initial value τk = τ and begins to penalize

the other players with r
(c)
i > r

(c)
k , i 6= k. The other players act in self-interest and run the algo-

rithm (1.50) until they all stabilize at the stage equilibrium point (τi = τ)i∈I\{k}. After spending
some finite time on this point (to let the other players learn that the system has reached the point
(τi = τ)i∈I\{k} and thus to avoid being penalized by them), the coordinator updates his strategy ac-
cording to the algorithm (1.51). In turn, the other players start running the algorithm (1.50) again.
This procedure eventually converges to the Pareto optimal SPNE point

(
τi = 2/(1 + W ∗)

)
i∈I

.

1.8 Implementation

In this section, we will build a comprehensive, distributed and efficient equilibrium coordination
protocol based on the theoretical insights from Section 1.7. We saw that the key building block
for the model of repeated games is the penalization mechanism. We have already elaborated a
practical penalization mechanism in Section 1.7.2. The penalization mechanism, however, relies on
the ability of the players to estimate the difference in their payoffs. In order to empower the players
with this ability, we first develop an appropriate detection mechanism. Then, we describe how the
players should react once they are penalizes. We call the scheme followed by the penalized nodes an
adaptive strategy. Finally, we put together all the basic building blocks and simulate the behavior
of such a comprehensive coordination algorithm.

1.8.1 Detection Mechanism

In our approach, each cheating node (player) measures the throughput of each other node2, including
itself. This is indeed feasible due to the broadcast nature of the wireless medium. If a cheater
observes a difference in throughput with some other node, it characterizes that node as a deviating
cheater. Let ri and rj be the measured throughput of nodes i and j, respectively. Due to the
inherent short-time unfairness of the IEEE 802.11 MAC protocol [57], and in order to increase the
efficiency of the detection mechanism, we use two parameters: the observation time-window size
T obs and the tolerance margin ε, in percentage of throughput. After measuring the throughput of
each node for T obs seconds, cheater i concludes that cheater j is deviating whenever the throughput
of node j exceeds the throughput of node i, that is, whenever

rj

ri
> 1 + ε .

2We deliberately use the word node (and not cheater), since in reality well-behaved nodes may be present as well
(even though we neglect them in the analysis).
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Figure 1.6: Performance of cheating detection based on throughput measurements

We have implemented this detection mechanism in ns-2, with N = I = 30 nodes. We vary the
contention window size (Wj) of a single node j, and set others’ contention window sizes to 30 (ie..,
Wk = 30, ∀k ∈ I\{j}).

Figure 1.6 shows the performance of the detection mechanism for different values of T obs and
ε. The probability of false positives corresponds to the detection probability with Wj = 30; at this
point, cheater j uses a contention window value equal to that of node i, but still gets a higher
throughput, rj/ri = 1.06, due to the IEEE 802.11 unfairness. Therefore, node j gets detected as
deviating with positive detection probability. To reduce the false positives (at contention window
size 30), one can consider large ε values (> 10%). However, this comes at the expense of lower
detection probabilities if cheater j uses contention window sizes slightly lower than 30. Similarly,
large T obs values (≥ 15s) will reduce the effect of the inherent IEEE 802.11 unfairness, and therefore
the corresponding false positives. This also comes at the expense of lower detection probabilities
if cheater j uses contention window sizes slightly lower than 30. Therefore, choosing appropriate
values for T obs and ε is crucial for both our detection mechanism and the overall system performance.
For very low contention window sizes of cheater j (Wj ≤ 20), the throughput ratio rj/ri is much
larger than 1 + ε, making the detection of the cheater j’s deviation easy.

A recently proposed detection mechanism [90], based on calculating the average backoff used by
the nodes, can be used in the case of heterogeneous conditions among the cheaters in the system.
Although the approach in [90] is more appropriate for misbehaving detection at the MAC layer,
we consider here the throughput-based detection for simplicity of implementation. Our equilibrium
coordination algorithm can be easily adapted to any detection mechanism used.

1.8.2 Adaptive Strategy

Inspired by the adaptive strategy of algorithm (1.50), we have implemented the following adaptive
strategy. When cheater i observes that he is being jammed (penalized) during some period ∆, he
gradually increases his contention window by steps of size γ. Note that a cheater can easily decide
whether he is being jammed by observing his own throughput. The choice of ∆ determines the
efficiency of the system. A high value of ∆ might let a non-cooperative cheater escape from being
penalized. However, choosing a small value of ∆ might magnify the effect of a possible misdetection
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Figure 1.7: Performance of the system with the adaptive strategy: (a) Throughput of the cheaters
over time; (b) Contention window size of the cheaters over time.

Table 1.2: Throughput obtained by different nodes (bytes/s)

Strategy

Non-adaptive Adaptive

Cheater X 7650 11577

Other cheaters 7826 11448

Well-behaved nodes 1286 2318

by unnecessarily causing a cheater to increase his contention window size. This will eventually lead
the whole system towards an inefficient point of operation. The choice of the step size, γ, offers
a tradeoff between convergence time and efficiency: If we increase the contention window in large
steps, although the system will stabilize in less time, the point of operation might be far away from
the Pareto-optimal point (W ∗), resulting in an inefficient system and vice-versa.

We have implemented this adaptive strategy in ns-2. The simulation setup is the same as in the
previous section (N = 20, I = 10, W ∗ = 30). We randomly pick up a cheater, designated as node
X, and fix his initial contention window size to 10. The contention window size for all the other
cheaters in the system is fixed to W ∗. We fix ∆ to be 5 seconds and γ to be 5. Figure 1.7(a) plots
the obtained throughput by different cheaters in the system over time. Figure 1.7(b) plots the
evolution of contention window size of node X over time. One can observe how node X adapts its
contention window size by following the adaptive strategy and eventually converging to a window
size of 30, equal to W ∗. Thus the other cheaters in the system are successful in guiding the deviating
cheater to the desired equilibrium point.

Table 1.2 summarizes the throughput averages obtained by different nodes over a time interval of
1000 seconds. As can be observed from Table 1.2, the jamming and detection mechanism combined
with the adaptive strategy, besides being fair to all the cheaters in the system, is also the most
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Table 1.3: Throughput obtained by different nodes (bytes/s) with multiple levels of misbehavior

Strategy

Non-adaptive Adaptive

Cheater X 2843 10356

Cheater Y 2686 10185

Cheater Z 2565 10239

Other cheaters 2544 10172

Well-behaved nodes 270 1981

efficient.
Finally, we evaluate the performance of our protocol (in ns-2) for a scenario consisting of multiple

levels of misbehavior in the system. The simulation setup is the same as above (N = 20, I =
10, W ∗ = 30). We randomly pick up three cheaters, designated as node X, Y and Z respectively.
We fix their contention window sizes to be 5, 10 and 15, respectively. The contention window
size for all the other cheaters in the system is fixed to W ∗. Table 1.3 summarizes the average
throughput obtained by different nodes over an interval of 1000 seconds. As can be observed from
Table 1.3, the jamming mechanism combined with the adaptive strategy results in an optimal
and fair performance, even with multiple levels of misbehavior in the system. As we predicted
in Section 1.7, the deviating cheaters (players) X, Y and Z clearly have an incentive to adapt
upon being penalized. In the same way, the other cheaters have an incentive to penalize the other
cheaters.

1.8.3 Reaching the Pareto-optimal Point

An accurate implementation of detection, penalizing and adaptive strategy will lead the nodes to
reach a stage equilibrium point,

(
Wi = W

)
i∈I

. However, the intention is to reach the Pareto optimal
point (Wi = W ∗)i∈I . As we described in Section 1.7.3, this can be achieved by alternating between
the algorithms (1.50) and (1.51). Inspired by this approach, we have implemented the following
distributed coordination algorithm.

At the onset of the system,
(
Wi = W init

)
i∈I

for all cheaters. Every cheater sets up a random
timer (in our simulations this corresponds to a random value between 0 and 20 seconds) to increase
his contention window by step size, γ. One of the cheaters, say X, will eventually increase his
contention window size to W init

X + γ; using the nomenclature of Section 1.7.3, cheater X plays the
role of the coordinator. Based on the detection mechanism (Section 1.8.1), node X will conclude that
all other cheaters in the system are deviating and will begin penalizing them. If a cheater observes
that he is being penalized, he will disable the timer, and use the adaptive strategy described in
Section 1.8.2. Eventually the system will stabilize, when Wi = W init

i + γ for all cheaters. This is
guaranteed by Theorem 7.

The cheaters realize that they have reached a new stable point of operation, when they all begin
enjoying the same throughput (in our implementation, the cheaters remain at this stable point
for 20 seconds before continuing the search for W ∗). At this point in time, every cheater i ∈ I
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Figure 1.8: Performance of the distributed coordination protocol, with N = 20 and I = 7 (the axes
in (b) are swapped for the convenience of matching them with (a)): (a) Evolution of the contention
windows; (b) Contention window vs. Average throughput.

compares his throughput at Wi = W init
i + γ with the throughput at Wi = W init

i ; if he observes a
decrease in his throughput, he will terminate the search for W ∗. Otherwise he again sets up the
random timer to increase his contention window size by γ. Note that this step is reminiscent of the
algorithm (1.51). Therefore, the proposed distributed protocol simply “climbs” up the left side of
the aggregate throughput curve shown on Figure 1.4, until it hits the optimal value W ∗.

We have implemented this protocol in ns-2. The simulation setup consists of 20 nodes and 7
cheaters (N = 20, I = 7). The cheaters initialize their contention window sizes to 5 (

(
W init

i = 5
)
i∈I

).
The cheaters continue their search for W ∗ only if they see an increase of 10% or more in their
throughput from the last stable point of operation. Figure 1.8(a) plots the sample evolution of the
contention window for 2 cheaters, X and Y , in the system. Note that all of the cheaters follow
a similar pattern and eventually converge to a window size of 20. We are unable to show their
evolution in the same plot as it simply generates overlapping lines. Note also that the convergence
time is relatively short, around 80 seconds for 7 cheaters (from tstart ≈ 160 to tend ≈ 240; in these
simulations we used the warm-up period of around 160 seconds).

Figure 1.8(b) plots the average throughput obtained by the cheaters at different contention
window sizes. As can be seen from Figure 1.8(b), the throughput is maximized at (Wi = 20)i∈I . In
reality, the cheaters will stabilize at (Wi = 20)i∈I . For completeness, we obtain the “dotted” curves
in Figure 1.8 by deliberately forcing the cheaters to go beyond (Wi = 20)i∈I .

We next evaluate the performance of our protocol by varying the number of cheaters in the
system. We run our protocol and measure the window size at which all the cheaters eventually
converge. Thus, according to our protocol, this point of convergence is the Pareto-optimal point
of operation. We evaluate the actual Pareto-optimal point (W ∗), under the same network settings,
through ns-2 simulations. We also evaluate the Pareto-optimal point (W ∗) analytically, using the
Bianchi’s model. Figure 1.9 plots the obtained results. The results are averaged over 5 simulation
runs. The results obtained by our distributed protocol closely match the analytical results obtained
using Bianchi’s model. Note that the minimum resolution of our protocol is equal to the step size,
γ = 5. As can be seen from Figure 1.9, the discrepancy is bounded by ±γ, which clearly proves the
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Figure 1.9: Variation of the Pareto optimal point W ∗ with the number of cheaters.

efficiency of our distributed protocol.
The protocol operates in a completely distributed manner, without requiring any a priori knowl-

edge about the optimal point of operation or of the total number of nodes/cheaters in the system.
However, we rely on the fact that the numbers of nodes and of cheaters does not change in the
system. In more dynamic networks, where new nodes/cheaters can enter or existing nodes/cheaters
can leave the system, we propose that cheaters time out periodically and re-run the whole protocol
from the beginning.

1.9 Related Work

The problem of non-cooperative nodes in wireless (wired) networks has been widely addressed on
the network layer, whereas little work has been done on the MAC layer. MacKenzie and Wicker
[76] study the problem of selfish users in Aloha from a game-theoretic point of view. They analyze
the stability of the system (Nash equilibrium), and calculate the transmission probabilities that
optimize each node’s throughput. They assume however that all nodes have the same transmission
rates and costs. Moreover, every node has an a priori knowledge about the total number of nodes
in the system. Altman et al. [12] reconsider the same Aloha “game” with partial information,
where the transmission probability is adapted according to collision feedback only. They consider
two frameworks: team work and non-cooperative game. Jin and Kesidis [53] study non-cooperative
equilibria of Aloha networks for heterogeneous users.

For IEEE 802.11, Kyasanur and Vaidya [64] propose that the receiver assigns the backoff value to
be used by the sender, so the former can detect any misbehavior of the latter. If the sender deviates
from the assigned value, it will be assigned high backoff values on the next round to compensate its
deviation. As mentioned by the authors, this mechanism has several limitations such as the possible
collusion between sender and receiver, and the fundamental change to the protocol. Konorski [58]
proposes a misbehaviour-resilient backoff algorithm that exhibits the same drawback: it requires to
change the current protocol.

The Nash bargaining framework has already been proposed for fair bandwidth allocation for
elastic services in wired networks by Yäıche et. al. [113]. The important difference between the
Nash bargaining framework (the framework used in [113]) and the CSMA/CA game is that the set
of feasible payoffs R is neither compact nor convex in the CSMA/CA game.
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Game theory has been applied in the study of optimal routing [83, 59, 65], congestion control
[113], power control [92, 10], as well as incentive engineering in wireless access networks [74].

1.10 Summary

In this chapter we have addressed the problem of cheating in single collision domain CSMA/CA
networks. For this purpose, we have developed a game-theoretical model and verified our findings by
appropriate simulations. We have made several contributions. First, we have provided a formalism
for the systematic study of rational cheating in CSMA/CA networks. Second, we have studied the
simple cases (i) of a single cheater and (ii) of several cheaters acting without restraint. Third, we
have shown that the Nash Bargaining Framework (and the Nash Bargaining Solution) is applicable
and a useful tool to address resource allocation problems on the MAC layer of wireless networks,
even in the face of non-convexity and non-compactness of feasible payoff sets. Using the Nash
bargaining framework, we have identified the Pareto optimal point of operation of a network with
multiple cheaters. Fourth, using the theory of repeated (multistage) games, we have shown how it
is possible to transform this Pareto optimal point into a Subgame Perfect Nash Equilibrium. Fifth,
we have shown that smart cheaters can collectively find this point. We believe these contributions
to be very relevant in wireless networks.

In terms of future work, we envision extending the game theoretic analysis used in this chapter
to wireless networks of general topology.
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Chapter 2

Wormhole Defense: New
Anti-Jamming Techniques in Sensor
Networks

2.1 Introduction

In this chapter, we investigate event-masking attacks on sensor networks, whereby an adversary
prevents events detected by (a subset of) sensors from being reported to the sink (network operator).
We study scenarios in which the attacker masks events by stealthily jamming an appropriate subset
of the network nodes. Timely detection of such stealth attacks is particulary important in scenarios
in which sensors use reactive schemes to communicate events to the network sink [111].

Event-masking attacks result in a coverage paradox : in spite of the fact that an event is sensed
by one or several nodes (and the sensor network is fully connected), the network operator cannot be
informed about the event on time (see Figure 2.1). We will explain that the solution to this problem
is far from trivial: proactive schemes, in which sensors spend their time (and battery) assessing the
state of their communication links are clearly suboptimal; likewise, reporting all observed events is
inappropriate, as it would generate many false alarms and open the door to straightforward Denial
of Service (DoS) attacks.

We show that wormholes [49], which were so far considered to be a threat, can be used as a
reactive defense mechanism: in our solution, thanks to channel diversity, the jammed nodes are
able to create a communication route that escapes jamming; thus, appropriate information can be
conveyed out of the jammed region. The creation of a wormhole can be triggered by the absence
of acknowledgment, after several transmissions. We explain the principle of probabilistic wormholes
by analyzing three approaches based on this principle. In the first, a network with regular wireless
sensor nodes is augmented with a certain number of wired pairs of sensor nodes, therefore resulting
in a hybrid sensor network. In the second, the deployed nodes (or a subset of them) organize
themselves as frequency hopping pairs. For both approaches we compute the probability that at
least one wormhole can be formed. Finally, in the third approach, there is no coordination about
the communication channel; we analyze this approach through simulations.

The organization of the rest of the chapter is the following. In Section 2.2, we explain the need
for the approach based on wormholes. In Section 2.3, we briefly introduce the three solutions that
we analyze in this chapter. In Section 2.4, we give a detailed description and we analyze the solution
based on wired pairs of sensor nodes. In Section 2.5, we analyze the solution based on frequency

35
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Figure 2.1: The coverage paradox – in spite of the fact that an intruder is detected by the sensor
nodes (and the network is connected), the network operator cannot be informed on time: (a) The
intruder moves in the network and gets detected by the nodes located in the exposure region; (b)
The intruder moves in the network while stealthily jamming all communication within the jamming
region (the white square represents a jamming device left behind by the intruder on his way). To
avoid detection of jamming by the nodes that do not sense its presence, the intruder can employ a
“stealth” jamming strategy.

hopping pairs of sensor nodes. In Section 2.6, we describe and analyze the third solution that is
based on uncoordinated channel hopping. We address the related work in Section 2.7. Finally, we
summarize the chapter in Section 2.8.

2.2 Motivation and Existing Tradeoffs

Our work is motivated by the following scenario. A network of wireless sensors is deployed to detect
an event (e.g., the presence of a thief in a museum). Upon detection of the event, a (motion) sensor
reports it to the network operator, which then reacts accordingly. Any failure by the sensor to
report the event would result in the event being undetected by the operator, and would prevent any
action to be taken (in our example, the presence of a thief would be undetected). This failure can
occur for several reasons: faulty or compromised sensors, unreliable or disrupted communication
links. In this work, we focus on the latter ones.

In a wireless sensor network, all mutual communication between sensors and between sensors
and the network operator is wireless (and multi-hop) [9]. This makes it possible for the attacker to
jam the communication between sensors and the operator. We show an example of this scenario
in Figures 2.1(a) and (b). Figure 2.1(a) shows an intruder (adversary) whose presence is sensed by
sensors located within the exposure region (the region from which the adversary’s presence can be
sensed). Figure 2.1(b) shows that all communication from the sensors within the exposure region to
the rest of the network (to their neighboring sensors) is jammed by the adversary (and an additional
jamming device – the white square on the figure), resulting in the presence of the adversary not
being reported to the operator (on time). This example shows that an adversary can, by jamming
communication between the sensors, effectively delay the report about his presence (and, in some
cases, prevent being detected at all). Here, we speak about the “delay”, since the sensor nodes from
the exposure region may eventually detect the jamming activity of the adversary. However, this is
not so easy task considering the computational capabilities of tiny sensor nodes [111]. At the time
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some report arrives at the network operator, it may already be too late to take any meaningful
action. Note also that the attacker can use some smart jamming strategy, to avoid being detected
by the nodes that do not sense its presence (the nodes outside the exposure region - Figure 2.1(b)).
Usually, packets in sensor networks have no protection apart from a simple CRC; therefore, only a
short jamming pulse is sufficient to destroy a whole packet [82].

Furthermore, even if jamming is detected, the network operator still cannot precisely locate the
adversary; only the boundary of the jamming region can be determined (Figure 2.1(b)). Therefore,
there is a clear need for defense mechanisms that can ensure timely data delivery in spite of jamming
attacks.

2.2.1 Proactive vs. Reactive Sensor Networks

Generally, we distinguish two basic types of sensor networks: proactive and reactive. Proactive
networks involve a periodic flow of data between sensor nodes and the sinks. On the contrary, in
reactive networks, packets are sent only when some event of interest occurs and is sensed. Reactive
networks are characterized by lower energy consumption and therefore longer network lifetimes.

In the case of proactive sensor networks, several simple solutions can be proposed to ensure that
the operator receives event reports or detects jamming. One solution consists in having sensors
periodically report their status to the network operator (e.g., upon query from the operator); if
a sensor does not report its status within an expected period, the operator can request a re-
transmission or conclude that the communication from that sensor is prevented by an adversary.
If these status reports are sent very frequently, sensor batteries will be exhausted in a short time;
if they are sent infrequently, the batteries will last longer, but the time elapsed between an event
happened and its reporting can be long and might render the alarm useless. Another similar
solution is that sensors hold the list of their neighbors and periodically poll them to check if the
communication links between them are still valid. This solution has similar drawbacks as the first
proposal, as it either has high energy cost (if the polls are frequent), or opens a time window within
which an event is undetected (if the polls are not frequent).

These and similar proactive solutions require the sensors to periodically communicate even if
no event has occurred. Furthermore, these solutions do not ensure that the network operator is
informed about the event immediately after it happens. We therefore argue that instead of being
proactive, in many applications event reporting need to be reactive, saving energy (as the sensors
communicate only when an event is detected) and enabling the network operator to be informed
about an event within a reasonably short time period.

Reactive event reporting is, however, vulnerable to jamming, because if the communication from
a sensor to the operator is jammed, the operator will not raise any alarm as it does not expect any
reports to come at any given time. It is therefore important to ensure that, if a sensor detects an
event, it can communicate this event to the network operator despite adversary’s jamming.

In this chapter, we will show how to build a reactive sensor network that guarantees timely
delivery of event reports from the sensors to network authorities in the presence of an adversary
that tries to remain undetected.

2.2.2 Straightforward Solutions Might Not Be Adequate

We describe now an example of a straightforward solution. When a node senses the presence of
the intruder, it begins to jam its neighbors (i.e., it transmits and disables the carrier sense and the



38 Chapter 2: Wormholes Defense: New Anti-Jamming Techniques in Sensor Networks

potential random backoff procedure). If this is done on each node, the jamming activity will spread
throughout the network and eventually it will reach the nodes that are close to some sink.

Clearly, with this approach even the most naive attacker becomes a “nightmare” for the net-
work operator: a strictly local (involving a single sensor node) jamming attack can disable the
whole network. In addition, the risk of false alarms is very high. Therefore, when designing a
security solution for this (and any) kind of networks, a special care must be taken to avoid potential
undesirable secondary consequences.

2.3 Proposed Solution: Probabilistic Wormholes

In the following three sections, we present and analyze three mechanisms to achieve timely event
reporting

◦ Wired pairs of sensor nodes;

◦ Coordinated frequency-hopping pairs;

◦ Uncoordinated channel-hopping.

Here we give just a high level overview of the proposed approach. In our solution, a portion of
pairs of sensor nodes create (probabilistically) communication links that are resistant to jamming.
By not requiring all the sensor nodes in the network to have this capability, we actually trade-off
the network robustness with the network complexity (and the cost). Now, for the given randomly
located adversary (attacker), there will be a positive probability that a sensor node, residing in the
exposure region of the attacker, forms a (multihop) path from the exposure region to the region
not affected by jamming, in such a way that this path is not affected by ongoing jamming. We call
such a path the probabilistic wormhole. An example of a probabilistic wormhole, realized through
wires, is shown on Figure 2.2(b).

We emphasize here that our goal is not to propose a single solution but rather to explain and
motivate the principle of probabilistic wormholes.

2.4 Wormholes via Wired Pairs of Sensor Nodes

In this solution, we propose to augment a wireless sensor network with a certain number of pairs
of sensor nodes that are each connected through a wire. Connected sensor nodes are also equipped
with wireless transceivers, just like regular sensor nodes. As a result we obtain a hybrid sensor
network as shown on Figure 2.2(a): isolated points represent regular nodes and connected pairs
are denoted as connected points. A similar form of a hybrid sensor network already appears in the
context of the NIMS project [55], and in the work by Sharma and Mazumdar [96].

2.4.1 Rationale of Wired Pairs

We now introduce some terminology and explain the operating principles underlying the approach
based on wired pairs of sensor nodes. We denote with d the length of the wire connecting a pair
of nodes; we assume all pairs to be connected with wires of the same length. Assuming random
deployment of connected pairs (e.g., by throwing them from an aircraft), the distance between the
nodes of a given connected pair, once the pair lands in the field, is a random variable taking values
from interval [0, d]. We further denote with Rt the transmission range of the wireless transceivers
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Figure 2.2: Probabilistic wormholes via wired pairs of sensor nodes: (a) Hybrid sensor network
with randomly deployed sensor nodes: isolated points are regular nodes, connected points represent
sensor nodes connected through a wire.; (b) Hybrid sensor network with an attacker who jams the
surrounding nodes. Connected pair (1, 2) and regular node 3 create a wormhole from the exposure
region to the region that is not jammed.

mounted on the sensor nodes. Let us now consider the scenario shown on Figure 2.2(b). In this
scenario, the attacker (A), represented by sign x, stealthily jams the region (called jamming region)
within jamming range Rj . We call the exposure region the region that surrounds the attacker and
from which the attacker’s presence can be detected. As can be seen on Figure 2.2(b), we model
the exposure region by a circle centered at the location of the attacker. We denote with Rs the
radius of the exposure region. The exposure region is related to the sensing capabilities of the
employed sensors, which is the reason for using subscript s in Rs. Note, however, that the notion of
exposure region is much broader. For example, when the attacker jams some area, the nodes whose
transmissions are affected by this attack can deduce that an attack is taking place by observing
multiple failures to receive the ACK from their intended destinations. In this case, all such nodes
make the exposure region.

In order to prevent any report (e.g., a report about the attacker’s presence), generated by the
regular nodes located within the exposure region, to successfully leave the exposure region, the
attacker simply jams the area within jamming range Rj ≥ Rt +Rs. In this situation, the connected
pairs serve as a rescue. In our example on Figure 2.2(b), connected pair (1, 2) creates a link
resistant to jamming from the exposure region. When node 1 senses the presence of the attacker, it
makes use of the wired channel to communicate a short report to its peer node 2. Since the wired
channel between nodes 1 and 2 is not affected by the jamming activity of the attacker, the report
sent by node 1 is successfully received by node 2. In turn, node 2 simply transmits (broadcasts)
this report using the wireless transceiver with transmission range Rt. Some node (e.g., node 3 on
Figure 2.2)(b) that is located within transmission range Rt from node 2 and outside of the jamming
region, will potentially receive the report and pass it further, possibly over multiple hops, to some
sink. Therefore, the 2-hop path between nodes 1 and 3 can be thought of as a wormhole that is
resistant to the ongoing jamming activity by the attacker.

Of course, the attacker can simply increase the jamming region in such a way that the attacker
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also jams node 3. However, in the same way, the network operator can further increase the trans-
mission range (Rt) of the wireless transceivers, the length of the wire (d), as well as the exposure
region (by deploying more advanced sensors with more advanced sensing capabilities). In addition,
if a jamming signal is stronger, the probability that it gets detected and reported increases. In the
following section, we develop an approximation model that allows us to better understand potential
benefits of changing the system parameters: Rt, Rs, d and Rj , as well as the node density.

There are many technical issues to address within the approach proposed in this section. In this
work, however, our goal is to establish the relationship between the probability that at least one
wormhole (from the given exposure region) is created and different system parameters.

2.4.2 Performance Analysis

We assume the regular sensor nodes to be deployed randomly with uniform distribution in the
deployment region D. The deployment region D is modelled by a D × D square, D < ∞ (see Fig-
ure 2.3(a)). We denote with n the number of regular nodes deployed in D. We further approximate
exposure and jamming regions with circles of radius Rs and Rj , respectively (the Boolean model).
Finally, we assume that the jamming range satisfies Rj ≥ Rs + Rt. The center point (xA, yA) ∈ D
of the exposure (jamming) region represents the location of the attacker. In our model, we assume
both exposure and jamming regions to be contained completely within the deployment region; this
is to avoid cumbersome technicalities with boundary regions (Figure 2.3(a)). For convenience we
set (xA, yA) = (0, 0) (Figure 2.3(a)). We also assume that the attacker is ignorant of the locations
of connected pairs1; in other words, the attacker’s location is assumed to be independent of the
locations of the connected pairs.

To model the random deployment of connected pairs we proceed as follows. Let us consider
connected pair (4, 5) on Figure 2.3(b). We first pick a point (x4,5, y4,5) uniformly at random from
D. Next, we draw (or, rather, imagine) a deployment disk of radius d/2 around the point (x4,5, y4,5)
(Figure 2.3(b)). Finally, we pick two points (x4, y4) and (x5, y5), uniformly at random and indepen-
dently, from the area enclosed by the deployment disk centered at (x4,5, y4,5); (x4, y4) and (x5, y5)
then correspond to the positions of connected nodes 4 and 5, respectively (Figure 2.3(b)). Note
that the deployment disk (with diameter d) ensures that the link (wire) between nodes 4 and 5 does
not exceed the maximum length of d. This procedure is then repeated (independently) for each of
the K connected pairs to be deployed.

More formally, with each connected pair (i, j) to be deployed in the deployment region D,
we can associate three 2-dimensional random variables: Pi,j = (Xi,j , Yi,j), Pi = (Xi, Yi) and
Pj = (Xj , Yj), where Xi,j ∈ [0, D] and Yi,j ∈ [0, D] are uniform (continuous) random variables,
and (Xi, Yi) and (Xj , Yj) are (jointly continuous) uniform random variables taking values from the
set {(x, y) : (x−xi,j)

2+(y−yi,j)
2 ≤ (d/2)2, for fixed (xi,j , yi,j) ∈ D }. Thus, for the given connected

pair (i, j), Pi,j describes the location of the center point of the corresponding deployment disk, while
Pi and Pj describe the locations of nodes i and j, respectively.

For the given attacker, located at point (xA, yA) = (0, 0), we want to calculate the probability
that at least one wormhole exists from the corresponding exposure region into the region not affected
by the attacker’s jamming activity. For example, on Figure 2.3(b), nodes 1, 2 and 3 form such a
wormhole. We denote with

P
[
at least one wormhole|(xA, yA)

]

1This assumption is more legitimate in the context of the solution based on frequency-hoping pairs (studied in
Section 2.5). Note, however, that information about the locations of connected pairs becomes less relevant as the
density of the connected pairs increases.
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Figure 2.3: (a) Geometry used in the analysis of the solution based on probabilistic wormholes; (b)
Approximation model for random deployment of connected pairs (the thick curves connecting the
nodes represent wires between the nodes).

the above probability.
Let us consider a single connected pair (k, l). To calculate P

[
at least one wormhole|(xA, yA)

]
,

we first define the following event

S
def
=

{
the connected pair (k, l) forms a wormhole from the exposure region around (xA, yA)

to the area not affected by jamming
}

.

It is important to stress here that we require a wormhole to always involve at least one regular node,
even in cases when the connected pair itself is sufficient to form a wormhole from the jamming region
(for example, this may happen when d > Rs + Rj).

Let P [S] be the probability of event S and let ps denote the value of P [S]. By assumption: (1)
the location of any connected pair (i, j) is independent of the attacker’s position (xA, yA), and (2)
the positions of the connected pairs are sampled from the same distributions and independently.
Therefore, ps is equal for all the deployed connected pairs. Since there are K connected pairs
deployed randomly and independently, we finally obtain the following:

P
[
at least one wormhole|(xA, yA)

]
= 1 − (1 − ps)

K

≈ 1 − e−Kps ,
(2.1)

where the last approximation is valid for small ps and large K. We now calculate ps = P [S].
From the definition of the random variable Pk,l = (Xk,l, Yk,l), we know that its probability density
function satisfies fPk,l

(x, y) = fXk,l,Yk,l
(x, y) = 1/D2. Then, by the law of total probability we can

write for P [S]:

P [S] =

∫∫

(x,y)∈D
P [S|Pk,l = (x, y)]fPk,l

(x, y)dxdy . (2.2)
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Figure 2.4: Examples where connected pair (k, l) cannot create a wormhole (note that only a part
of the jamming region is shown): (a) An example where connected pair (k, l) cannot create a
wormhole with Rs < d/2; (b) An example where connected pair (k, l) cannot create a wormhole
with Rs > d/2.

Observe now that for many points (x, y) ∈ D, we will have P [S|Pk,l = (x, y)] = 0. For
example, P [S|Pk,l = (x, y)] = 0 for all points (x, y) that happen to be located far enough from
(xA, yA) = (0, 0), that is, points for which dist

{
(x, y), (0, 0)

}
> Rs + d/2, where dist

{
(x, y), (0, 0)

}

is the Euclidian distance between points (x, y) and (0, 0) (see Figure 2.4(a)). Likewise, for d/2 < Rs,
if dist

(
(x, y), (0, 0)

)
< Rs −d/2, then P [S|Pk,l = (x, y)] = 0 as well (see Figure 2.4(b)); in this case,

since Rj ≥ Rt + Rs, neither node k nor node l can reach any regular node that is located outside
of the jamming region. Therefore, using the polar coordinates

(x, y) = (r cos θ, r sin θ)

r = dist
{
(x, y), (0, 0)

}
,

expression (2.2) can be rewritten as follows

P [S] =
1

D2

∫∫

r∈[r,Rs+
d
2
]

θ∈[0,2π]

P [S|Pk,l = (r cos θ, r sin θ)]rdrdθ , (2.3)

where r = Rs − d
2 if d

2 ≤ Rs and r = 0 if d
2 ≥ Rs. For notational simplicity, in the sequel, we will

use P [S|Pk,l = (r, θ)] as the shorthand for P [S|Pk,l = (r cos θ, r sin θ)].
We next calculate P [S|Pk,l = (r, θ)], to be able to calculate P [S] from expression (2.3). For this

we need some additional notation. We first define the following event

W1 ≡
{
one node of the connected pair (k, l) is located within the exposure region and the

other outside of the exposure region
}

.

For example, for pair (k, l) = (1, 2) on Figure 2.3(b), event W1 has occurred. Furthermore, we
define the following event:

W2 ≡
{
for the connected pair (k, l) there exists at least one regular node that is located

outside of the jamming region but within the transmission range Rt of either k or l
}

.
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For example, for pair (k, l) = (1, 2) on Figure 2.3(b), event W2 has occurred, since node 2 has
regular node 3 that is located within node 2’s radio transmission range and outside of the jamming
range.

Fact 1 Assume Rj ≥ Rt + Rs. Then the following is true: S ≡ W1 ∧ W2, i.e., event S happens if
and only if both event W1 and event W2 happen.

Assume that W1 has happened. In this case, assume (without any loss of generality) that node k
is located within the exposure region and node l outside of it. Since Rj ≥ Rt + Rs, all the regular
nodes that are located within node k’s transmission range Rt must also fall in the jamming range.
Since W2 happens as well, there must be at least one regular node m that is located within the
transmission range of node l and outside of the jamming region. But then nodes k, l and m form a
wormhole from the exposure region, i.e., event S has happened. If one among W1 and W2 does not
happen, neither does S.

From Fact 1, we have the following:

P [S|Pk,l = (r, θ)] = P [W1, W2|Pk,l = (r, θ)]

= P [W1|Pk,l = (r, θ)]P [W2|W1,Pk,l = (r, θ)] .
(2.4)

Since the positions of peer nodes k and l are chosen randomly and independently in the correspond-
ing deployment disk (of radius d/2) centered at (x, y) = (r cos θ, r sin θ), we have:

P [W1|Pk,l = (r, θ)] = 2 × |A1(r, θ)|
(d/2)2π

× (d/2)2π − |A1(r, θ)|
(d/2)2π

, (2.5)

where A1(r, θ) is the set of points (x, y) ∈ D that are located in the intersection region obtained as
the intersection between the deployment disk (of the pair (k, l)) centered at (x, y) = (r cos θ, r sin θ)
and the exposure region (see Figure 2.5), and |A1(r, θ)| denotes the area (not the set size) of this
intersection region.

From Figure 2.5 we can observe that |A1(r, θ)| = |A1(r)|, i.e., the area |A1(r, θ)| does not depend
on θ; note that this is the consequence of setting (xA, yA) = (0, 0) and our assumption that jamming
and exposure regions are contained completely within the deployment area2. The value of |A1(r)|
can be computed by the well known formula for the area of circle-to-circle intersection.

2By relaxing this assumption, intersection areas A1 take more complex forms, which significantly increases the
complexity of their evaluation.



44 Chapter 2: Wormholes Defense: New Anti-Jamming Techniques in Sensor Networks

Next, we evaluate the conditional probability P [W2|W1,Pk,l = (r, θ)]. Since event W1 has
happened, it means that one node from the observed pair (k, l) resides in the exposure region (say
node k) and the other one (node l) is located outside of the exposure region. As we argued right
after Fact 1, this implies that k has no neighbors among regular nodes that are located outside of
the jamming region. Then, the event W2 conditioned on W1 (which we denote with W̃2) actually
reads

W̃2 ≡
{
node l has at least one neighboring regular node that is located outside of the jamming

region
}

.

Therefore,
P [W2|W1,Pk,l = (r, θ)] = P [W̃2|Pk,l = (r, θ)] . (2.6)

Let us denote with Diskk,l(r, θ) the set of all the points from the pair (k, l)’s deployment disk,
centered at (x, y) = (r cos θ, r sin θ) (see Figure 2.5). Then, by the law of total probability we have:

P [W̃2|Pk,l = (r, θ)] =

∫∫

(x,y)∈Ā1(r,θ)

P [W̃2|Pl = (x, y)]fPl
(x, y)dxdy , (2.7)

where Ā1(r, θ) = Diskk,l(r, θ) − A1(r, θ), Pl is the 2-dimensional random variable describing the
location of node l, and fPl

(x, y) is the probability density function of the location of node l, that
is,

fPl
(x, y) =

1∣∣Ā1(r, θ)
∣∣ =

1

(d/2)2π − |A1(r)|
def
= fPl

(r) . (2.8)

Recall, |A1(r, θ)| = |A1(r)| (see Figure 2.5).
Since the regular nodes are deployed uniformly at random in D, we have for (x, y) ∈ Ā1(r, θ):

P [W̃2|Pl = (x, y)] = 1 −
(

1 − |A2(x, y)|
D2

)n

≈ 1 − e−n|A2(x,y)|/D2
,

(2.9)

where A2(x, y) is the set of points from the node l’s transmission region, which does not fall in
the jamming region (see Figure 2.5), |A2(x, y)| is the area of this region, and n is the number of
regular nodes deployed. Note that the approximation in expression (2.9) is valid for large n and
|A2(x, y)| << D2.

Now, by combining expressions (2.4)-(2.9), we can calculate P [S|Pk,l = (r, θ)] as follows

P [S|Pk,l = (r, θ)]
(1)
= P [W1|Pk,l = (r, θ)]P [W2|W1,Pk,l = (r, θ)]

(2)
= P [W1|Pk,l = (r, θ)]P [W̃2|Pk,l = (r, θ)]

(3)
= P [W1|Pk,l = (r, θ)]

∫∫

(x,y)∈Ā1(r,θ)

P [W̃2|Pl = (x, y)]fPl
(x, y)dxdy

(4)
= P [W1|Pk,l = (r, θ)]fPl

(r)

∫∫

(x,y)∈Ā1(r,θ)

P [W̃2|Pl = (x, y)]dxdy

(5)
= 2 × |A1(r)|

(d/2)2π
× (d/2)2π − |A1(r)|

(d/2)2π
× 1

(d/2)2π − |A1(r)|

×
∫∫

(x,y)∈Ā1(r,θ)

P [W̃2|Pl = (x, y)]dxdy

(6)
≈ 32|A1(r)|

(d2π)2

∫∫

(x,y)∈Ā1(r,θ)

(
1 − e−

n|A2(x,y)|

D2

)
dxdy ,

(2.10)
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where (1) follows from the expression (2.4), (2) follows from the expression (2.6), (3) follows from
(2.7), (4) follows from the fact that for fixed r the probability density function fPl

(r) is a constant
(see the expression (2.8)), (5) follows from the expressions (2.5) and (2.8) and the fact that the area
|A1(r)| is independent of θ, and finally (6) follows from the approximation in the expression (2.9).

Finally, by plugging the expression (2.10) in the expression (2.3) we obtain

P [S] ≈ 1

D2

∫∫

r∈[r,Rs+
d
2
]

θ∈[0,2π]

{
32|A1(r)|
(d2π)2

∫∫

(x,y)∈Ā1(r,θ)

(
1 − e−

n|A2(x,y)|

D2

)
dxdy

}
rdrdθ

(1)
=

64

D2d4π

∫

r∈[r,Rs+
d
2
]

{∫∫

(x,y)∈Ā1(r)

(
1 − e−

n|A2(x,y)|

D2

)
dxdy

}
|A1(r)|rdr ,

(2.11)

where (1) follows by observing that |A2(x, y)| (and therefore
{
1 − exp(−n|A2(x, y)|/D2)

}
) is inde-

pendent of θ (see Figure 2.5).
Due to the complex expressions for areas |A1(r)| and |A2(x, y)|, integrating analytically the

resulting expression for P [S] is very hard. For this reason, in Section 2.4.3 we solve the expres-
sion (2.11) numerically and validate it by simulations.

Assume now that we want to achieve P
[
at least one wormhole|(xA, yA)

]
≥ pw, where pw is some

targeted probability. Let K0 denote the critical (minimum) number of connected pairs for which
P

[
at least one wormhole|(xA, yA)

]
= pw holds. Then, from (2.1) we have the following result.

Theorem 8

K0 =
ln(1 − pw)

ln(1 − ps)
≈ − ln(1 − pw)

ps
, (2.12)

where ps is given by the expression (2.11).

Note that, due to our assumption about independence between the deployment of different connected
pairs and their independence of the attacker’s location, ps is the probability that an arbitrary
connected pair forms a wormhole. The result from Theorem 8 is common in stochastic geometry.

2.4.3 Simulations and Model Validation

We investigated the proposed analytical model by means of simulations. We evaluated
P

[
at least one wormhole|(xA, yA)

]
as a function of parameters K, Rs, n and d. In our simulations

we set Rj = Rs +Rt. For each parameter, we perform 20 experiments as follows. For each different
value of a given parameter (i.e., Rs, K, n, d), we first generate randomly the network topology with
n regular nodes and K connected pairs (see Figure 2.2(a)). Next, we throw randomly N = 500
jamming regions (circles of radius Rj) in the deployment area of size D × D. Then we count the
number nW ≤ N of jamming regions for which there is at least one wormhole. From this we cal-
culate the relative frequency fW (N) = nW /N . Finally, we average the results obtained from 20
experiments and present them with 95% confidence interval.

The results are shown on Figure 2.6 and Figure 2.7, together with numerical results obtained
from the analytical model developed in the previous section. As we can see from the figures,
the analytical model predicts quite accurately the probability that at least one wormhole is cre-
ated. Other interesting conclusions can be drawn from the figures. We can see that the increase
in either Rs and K results in nearly linear increase in P

[
at least one wormhole|(xA, yA)

]
. We

can further see that the best “investment” for the network operator is to increase the size of
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Figure 2.6: P [at least one wormhole|(xA, yA)] and relative frequency fW (500) vs. (a) the size of the
exposure region Rs and (95% confidence interval) and (b) the number of connected pairs K. We
use 95% confidence interval.

the exposure region (e.g., by using more advanced sensing mechanisms). For example, an in-
crease of Rs for 20 units (from 80 to 100), for K = 300 and d = 200, results in the increase
of P

[
at least one wormhole|(xA, yA)

]
of around 0.1 (Figure 2.6(a)). However, an increase of K

for 100 units (300 to 400), for d = 200 and Rs = 100, results in nearly the same increase of
P [at least one wormhole|(xA, yA)], i.e., around 0.12 (Figure 2.6(b)). Therefore, we can trade-off
the number of wired pairs required with the size of the exposure region (for example, by using
more advanced sensing technology). The advantage of increasing Rs versus K can easily be seen by

taking the first derivative of Pw
def
= P

[
at least one wormhole|(xA, yA)

]
with respect to ps and K.

From the expression (2.1)

∂Pw

∂ps
= Ke−Kps and

∂Pw

∂K
= pse

−Kps .

Since ps increases in Rs, it follows readily that it is more advantageous to increase Rs than K.
From Figure 2.6(a) and Figure 2.6(b) we can further see that the cable length plays a major role;
we note, however, that this is partially because we take Rj = Rt + Rs.

From Figure 2.7(a) and Figure 2.7(b) we observe that increasing n and d is beneficial only until a
certain saturation point. As far as n is concerned, at the saturation point, we have P [W2|W1,Pk,l =
(r, θ)] ≈ 1 (expression (2.9)), and hence P [S|Pk,l = (r, θ)] ≈ P [W1|Pk,l = (r, θ)], where probability
P [W1|Pk,l = (r, θ)] is not a function of n (see expression (2.5)). Note that the average distances
between connected peers are significantly shorter than the maximum length d; the average distance
between two connected nodes is around 0.45 × d (which is consistent with the expected distance
between two randomly selected points from a disk of radius d/2 [98]).

The results from this section show that while feasible, the solution based on pairs of nodes
connected through wires is expensive in terms of the number of wires needed and their length.
In the following section, we propose and analyze an alternative and “light” approach to creating
wormholes.
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Figure 2.7: P [at least one wormhole|(xA, yA)] and relative frequency fW (500) vs. (a) the number
of regular nodes n, and (b) the maximum wire length d. We use 95% confidence interval.

We also conclude that the analytical model developed in Section 2.4.2 provides a solid ground
for the understanding of important trade-offs in the solution based on connected pairs.

2.5 Wormholes via Coordinated Frequency Hopping Pairs

The solution based on pairs of nodes connected through wires has the major drawback that it
requires the wires to be deployed in the field. Moreover, as we saw in Section 2.4.3, in order to
achieve a reasonably high P

[
at least one wormhole|(xA, yA)

]
, the number of connected pairs (and

therefore wires) to be deployed can be very high. In this section, we propose a solution similar to
the previous one, with the only difference that the pairs are formed exclusively through wireless
links resistant to jamming. By using a wireless link, not only do we avoid cumbersome wires, we
can also afford longer links between pairs3; as we saw in Section 2.4.3 (Figure 2.7(b)), the increase
in d (maximum length of a wire) has a profound impact on P

[
at least one wormhole|(xA, yA)

]
.

2.5.1 Rationale of Frequency Hopping (FH) Pairs

In the solution based on coordinated frequency hopping pairs, we distinguish two types of sensor
nodes. The first type are regular nodes equipped with an ordinary single-channel radio. The second
type are sensor nodes equipped with two radios: the regular radio and a radio with frequency-
hopping (FH) capability (e.g., Bluetooth). We note that there already exist several sensor platforms
having FH capabilities [1]. It is important to stress, however, that we do not propose to equip all
the nodes in the network with FH radio (a case study of Bluetooth sensor networks can be found
in [69]). The reason is that FH radio imposes a substantial overhead on sensor nodes in multihop
networks [69]; the need for “synchronization” (at multiple levels) between senders and designated

3We note, however, that a few wired links could still be used as a means to reduce the energy consumption of
nodes, by creating shortcuts between different parts of the network.
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1

2 3

4

dFH

dFH

dFH

dFH

Figure 2.8: On-line FH pairing process: the thick line connecting FH nodes 2 and 3 means that
they form a FH pair, while FH nodes 1 and 4 remain “unpaired” (dFH is the radio transmission
range of the FH nodes).

receivers (synchronization of hopping sequences, time synchronization) might be a major deterrent
to using FH radios in multihop wireless sensor networks [69].

Instead, we propose to deploy a certain number of FH enabled nodes along with the regular
nodes. We assume that the attacker cannot jam the employed FH radio. Once deployed (in the
bootstrapping phase; no attack takes place yet), each FH enabled node begins to look for another
FH node among its FH neighbors. Once two FH neighboring nodes agree to form a FH pair, they
generate a random frequency-hopping sequence (which is ideally unique in the 2-hop neighborhood
of a given pair). In this work, we restrict each FH node to be member of at most one FH pair.
We denote with dFH the transmission range of the FH radio (i.e., FH nodes), where dFH may be
different from the transmission range Rt of regular nodes (radio).

The solution based on FH pairs is similar to the previous one based on wired wormholes. Here
again, our goal is to ensure that FH pairs form at least one wormhole, with a high probability, in
the event of a jamming attack (see Figure 2.2(b)). The important difference with respect to the
solution based on wires is that the formation of FH pairs takes place once the nodes are deployed
in the field - the opportunistic pairing process. FH hopping enabled nodes will use some form of a
pairing protocol to discover their FH enabled neighbors and to eventually form a pair with one of
them. A simple opportunistic pairing protocol would be to let every node advertise its availability
until it makes a FH pair with a randomly selected “available” node or it fails to find some “free”
(available) neighbor. The details of such a pairing protocol are out of the scope of this work. We,
however, expect it to be probabilistic in nature4 (for example, due to the probabilistic channel
access mechanisms). For this reason (and because of the random deployment of FH enabled nodes),
it is very likely that some FH nodes will not find any “free” FH neighbor.

Consider the example on Figure 2.8, where FH nodes 1, 2 and 3 are all neighbors to each other
(i.e., they are located within dFH of each other) and FH node 4 has no neighbors. The link between
nodes 2 and 3 means that they form a FH pair. Since we allow each node to be a member of at
most one FH pair, node 1 has no “free” FH neighbors to form a pair with. Likewise, node 4 has
no FH neighbors at all and so remains “unpaired” too. From this simple example we can see that
the event that some FH node i forms a pair with its FH neighboring node j is not independent of
the status of the other FH nodes from the i and j’s neighborhood. This fact makes the analytical
analysis of the FH pairs based solution far more difficult. We will now show how to effectively
overcome this difficulty.

4An alternative would be to use a similar approach as in the probabilistic key pre-distribution schemes [35], where
the nodes would be pre-loaded with a certain number of FH sequences chosen randomly from a common pool.
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Figure 2.9: Ratio of created FH pairs vs. maximum possible number of FH pairs; we use 95%
confidence interval.

2.5.2 Analysis of the FH Pairs Based Solution

Again, our goal is to estimate P
[
at least one wormhole|(xA, yA)

]
- the probability that at least one

FH pair forms a wormhole from the exposure region to the region not affected by jamming. As
we discussed in the previous section, due to the probabilistic nature of the pairing process, not all
deployed FH nodes are guaranteed to be a member of some FH pair. To better understand the
extent of this potential difficulty, we have conducted the following simulations. We throw randomly
a certain number of FH enabled nodes in a deployment region of size D ×D with D = 3000. Then
we combine FH nodes randomly into FH pairs, with the restriction that a single FH node can be a
member of at most one FH pair and two FH nodes can make a pair only if they are within distance
dFH = {50, 100, 200, 300} of each other. For each different transmission range and the number of
FH nodes, we generate 100 network instances. For each instance we count the number of FH pairs
created. The average number of FH pairs, with 95% confidence intervals, is presented on Figure 2.9.

From this figure we can see that except for modest transmission ranges (e.g, dFH = 50), the
number of created FH pairs is sufficiently high. As expected, the larger the density of the FH nodes
is, the larger the number of created FH pairs is. Therefore, with an appropriately selected radio
transmission range of FH nodes, we can ensure that almost all the FH nodes will be effectively used.

From the same set of simulations, we have extracted two additional values, namely the average
distance between two FH nodes that make a FH pair (the normalized average distance of a FH link)
and the corresponding standard deviation. On Figure 2.10, we show the normalized average distance
between two FH peers and the corresponding standard deviation as functions of the number of the
deployed FH nodes; we normalize the distance with respect to the corresponding radio transmission
range dFH . A striking result on this figure is that the normalized average distance of a FH link is
approximately 0.66 ≈ 2

3 , irrespectively of dFH . Moreover, the standard deviation is approximately
0.23.

This result reminds of the process of picking a random point (x, y) from the unit circle centered
at point (x0, y0). Then, we can calculate the expected distance E

[
L

]
between points (x, y) and
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Figure 2.10: Normalized average distance between FH peers vs. the number of FH enabled nodes
deployed (“avg” - average, “stdev” - standard deviation).

(x0, y0) to be E
[
L

]
= 2

3 and the standard deviation STD(L) =
√

1/18 ≈ 0.2357. Indeed:

fL(x) =
2xπ

r2π
=

2xπ

12π
= 2x

E
[
L

]
=

∫ 1

0
xfL(x) =

∫ 1

0
2x2 =

2

3

STD(L) =

√∫ 1

0
x2fL(x) −

(
E

[
L

])2
=

√
1

18
.

(2.13)

This results suggests that, the random process of opportunistic FH pairing exhibits similar
behavior as the process of picking a random point from the circle of radius dFH centered at the
given FH node. To confirm this hypothesis, we have performed another set of experiments. For
the given transmission range dFH , we partition length dFH into a certain number of mutually
exclusive intervals, each of the same size δ. Then, we generate a large number of networks (for
the fixed parameters dFH , K and D) and determine the relative frequency with which distances
between created FH pairs fall into each interval. Finally, we compare the relative frequency with
the probability of a distance between FH peers falling into the same intervals; we use pdf given in
(2.13) to calculate this probability.

As can be seen from Figure 2.11(a) and Figure 2.11(b), the relative frequency matches very well
the probability calculated from the postulated probability density function (2.13). This is the case
even for low values of dFH and K.

This matching inspires the following approach to modelling the creation of a random FH pair
in the opportunistic pairing protocol. Consider a FH node i that is a member of some FH pair.
Then, we model the creation of this FH pair, from the FH node i’s point of view, as picking a
random point from the circle with radius dFH , centered at node i. Moreover, since FH nodes are
deployed randomly and independently of each other, the creation of one FH pair is independent of
the creation of another FH pair in the random point picking model. Then, from the independence
between different created FH pairs, P

[
at least one wormhole|(xA, yA)

]
can be calculated as follows:

P
[
at least one wormhole|(xA, yA)

]
= 1 − (1 − pFH

s )KFH

≈ 1 − e−KFHpFH
s ,

(2.14)
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Figure 2.11: Matching between postulated pdf and the relative frequency with which outcomes
fall in different intervals of size δ = 5: (a) dFH = 50, K = 50, number of experiments=3500; (b)
dFH = 100, K = 500, number of experiments=10000.

where pFH
s is the probability that a single FH pair forms a wormhole and KFH is the number of

created FH pairs.
In order to calculate pFH

s , we can proceed as in the case of the probability ps for wired pairs.
However, instead of calculating pFH

s from scratch, we rather re-use the analytical model developed
in Section 2.4.2 by exploiting the similarity between the solution based on wired pairs and the
solution based on FH pairs.

Note first that there is a subtle difference in the way we model the deployment of pairs connected
through wires and the way we model the creation of FH pairs. In the first case, we use so called
“disk line picking” model, i.e., two points are selected randomly and independently from the disk of
radius d

2 (d is the maximum cable length). A well-known result from stochastic geometry says that

the expected distance between two randomly selected points from the disk of radius d
2 is 128

45π
d
2 [98].

In the second case, one point (FH node i) is given and its FH peer is modelled as a random point
selected from the circle of radius dFH , centered at the location of FH node i. We have established
above that the expected distance between two such selected points is 2

3dFH . Now, the key step in
our approximation is that for the given dFH we scale d (used in the expressions of Section 2.4.2) in
such a way that the expected distances between the random points in the “disk line picking” model
and the random points in the model describing the creation of FH pairs are equal, that is,

128

45π

d

2
=

2

3
dFH .

From this, it follows:

d ≈ dFH

0.6791
. (2.15)

Now, in order to calculate P
[
at least one wormhole|(xA, yA)

]
for the solution based on FH pairs,

we first scale d using expression (2.15) and use d to calculate ps = P [S] (see Section 2.5.3). Then,
for the given number of deployed FH nodes, we estimate the average number of created FH pairs
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Figure 2.12: P [at least one wormhole|(xA, yA)] and relative frequency fW (500) vs. (a) the size of
the exposure region Rs, and (b) the average number of connected pairs Kavg. We use 95% confidence
interval.

(see Figure 2.9) and use this value as K in expression (2.1). In the following section, we show that
this approach works pretty well.

2.5.3 Simulations and Model Validation

We investigated the proposed analytical model by means of simulations. We evaluated
P

[
at least one wormhole|(xA, yA)

]
as a function of parameters KFH , Rs, dFH and n. As before,

we set Rj = Rs +Rt. For each parameter, we perform 20 experiments as follows. For each different
value of a given parameter, we first generate randomly the network topology with n regular nodes
and KFH FH nodes. To simulate the FH pairing protocol, we iterate randomly through the FH
nodes (KFH) and for each unmatched FH node i we try to find another unmatched FH node from
i’s neighborhood. In case node i has more than one free FH neighbor, i is matched with a randomly
selected one; note that some FH nodes may happen to remain unmatched at the end of the pairing
protocol.

Next, we throw randomly N = 500 jamming regions (circles of radius Rj) in the deployment
area of size D × D. Then we count the number nW ≤ N of jamming regions for which there is at
least one wormhole. From this we calculate the relative frequency fW (N) = nW /N for each different
value of the given parameter. Finally, we average the results obtained from 20 experiments and
present them with 95% confidence interval. To obtain the numerical results, for each value of dFH ,
we first scale d using expression (2.15) and then we plug resulting d in expression (2.1) to obtain
P

[
at least one wormhole|(xA, yA)

]
. The values of K are obtained as the average number of created

FH pairs for different number of FH nodes KFH (see Figure 2.9).
The results are shown on Figures 2.12-2.13, together with numerical results obtained from the

analytical model. In the figures, Kavg represents the average number of created FH pairs. As we
can see from the figures, the analytical model predicts quite accurately the probability that at least
one wormhole is created. The results obtained have identical properties as in the solution based on
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Figure 2.13: P [at least one wormhole|(xA, yA)] and relative frequency fW (500) vs. (a) the number
of regular nodes n, and (b) the transmission range of FH enabled nodes d. We use 95% confidence
interval.

pairs connected through wires. The important difference between wired pairs and FH pairs is that
the later achieve the same P

[
at least one wormhole|(xA, yA)

]
with transmission ranges dFH smaller

than the maximum wire length d; i.e., dFH/d ≈ 0.6791 (expression (2.15)).

2.6 Wormholes via Uncoordinated Channel-Hopping

The solution based on the coordinated FH pairs, though simple, still requires a certain level of
synchronization between FH nodes that make a pair. In this section, we explore the feasibility of a
completely uncoordinated channel-hopping approach. In this solution, we seek to create probabilistic
wormholes by using sensor nodes that are capable of hopping between radio channels that ideally
span a large frequency band. The major difference between channel-hopping (CH) and frequency-
hopping is that with the former an entire packet is transmitted on a single channel. In other words,
with channel-hopping, sensor nodes hop between different channels (frequencies) in a much slower
way (per packet basis), as compared to classical frequency-hopping (e.g., Bluetooth).

2.6.1 Rationale of the Approach

In this approach, we can image a part of the deployed nodes or all of them to have channel-hopping
capabilities. Regular communication still takes place over a single channel, common to all the nodes.
We do not assume channel hopping nodes to be either coordinated or synchronized (see an example
of scheduling on Figure 2.14). However, we assume that all the channel-hopping nodes share the
common pool of orthogonal channels.

When a channel-hopping sensor node senses the presence of an attacker, it first tries to transmit
the report about this event to its neighbors. Each such a report should be acknowledged by intended
receivers. In case no (or very few) acknowledgment is received, the node can conclude that an
attacker is obstructing his communication. The node then switches to the channel-hopping mode
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Figure 2.14: (a) A network example with channel-hopping listeners; (b) Example of scheduling
for nodes 2, 4, 5 and 6, with Tl = 2Tp (the numbers above packets represent channel (frequency)
indexes).

and repeatedly transmits the same report over different orthogonal channels. In order for this report
to potentially be received, the transmitting node has to have at least one neighbor (with channel-
hopping capabilities) that listens on one of those channels. Note that we do not assume the two
nodes to be synchronized or coordinated. Therefore, the two nodes will happen to occupy the same
channel only with some probability; note also that the attacker can potentially jam this channel.
Another subtlety of the channel hopping approach is that listening CH nodes enter the channel
hopping mode only occasionally (at some predefined rate); we can likewise envision a scenario in
which a set of specialized relaying-only nodes are deployed. Relaying-only nodes would spend most
of the time in the listening mode, hopping randomly between the available orthogonal channels.

When such a node happens to receive the report from the exposure region, it can forward the
report further either over the regular channel or by entering in the channel hopping mode.

For this approach to work, we have to ensure that it is not sufficient for the attacker to destroy a
whole packet by simply flipping a one or a few bits of the packet. Otherwise, a fast-hopping attacker
could easily destroy all the packets transmitted by quickly hopping between the operational channels
and jamming every channel for a very short period of time. By encoding packets using appropriate
error-correcting codes (e.g., low-density parity-check (LDPC) codes), we can achieve a certain level
of resistance against jamming [82], which we capture by the notion of a jamming ratio (defined in
the following section). In this way, we can “keep” the attacker “busy” on one channel for some
minimum amount time (that will depend on the jamming radio), while giving an opportunity to
transmissions on the other channels to successfully finish.

The implementation of channel-hopping strategies is easily achieved with sensor nodes that use
highly programmable software radios (e.g., MICA motes [2]).

2.6.2 System Model and Assumptions

Let us first introduce some notation. Let I denote the set of nodes from the exposure region,
which have the channel-hopping capability and which have at least one channel-hopping listening
neighbor outside of the exposure region; on Figure 2.14(a), I = {1, 2, 3, 4, 5}. Let O be the set
of channel-hopping listeners that reside outside of the exposure region and that have at least one
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channel-hopping transmitting neighbor in the exposure region; on Figure 2.14(a), O = {6, 7, 8, 9, 10}.
Also, let Ii be the set of channel-hopping neighbors from I of node i ∈ O; on Figure 2.14(a),
I6 = {2, 4, 5}, I7 = {2}, I8 = {1}, I9 = {1, 3} and I10 = {4}. We would like to stress here that we
are only interested in estimating the chances of a single message being received by any node i ∈ O;
the question of whether this is enough to guarantee that this message will be received by the sink
we leave for future work.

We assume that there are (m+1) orthogonal channels available to the sensor nodes. One channel
is reserved for the normal mode of operation, i.e., when there is no attack.

We further assume that the nodes from the set I always transmit (once they sensed the presence
of an intruder and have been affected by his jamming activity), while the nodes from the set O
are always in the listening mode (except during a short time period when they have a packet to
forward). Both the transmitting nodes and the listening nodes randomly hop between different
channels, i.e., the probability of selecting any given channel for the next hop is 1/m. We assume
that an attacker knows this strategy, including the channels allocated for hopping.

Further, we denote with Tp and Tl the duration of a packet transmitted by node i ∈ I and the
period during which node j ∈ O is listening on a randomly selected channel before switching to
another channel, respectively. By setting Tl ≥ 2Tp, we can ensure that even if j ∈ O and i ∈ Ij are
not synchronized, at least one packet of i will fall within period Tl of listener j (see Figure 2.14(b)).
In our analysis we set Tl = 2Tp. We also assume the network nodes to be de-synchronized; indeed,
the probability that two nodes are in synch with each other is negligible. The important implication
of this assumption is that only one packet of any node i ∈ I will fall completely within the given
listening period of any listener j ∈ O.

We characterize the strength of the attacker by the following three metrics: (i) channel sensing
time Ts (i.e. the time the attacker needs to sense if there is a transmission on a channel), (ii) the
number of channels ms that the attacker can sense simultaneously, and (iii) the number of channels
mj that the attacker can jam simultaneously. Note that mj is limited by the power (energy) that
the attacker can afford; in general, mj 6= ms, but in most of our analysis we will assume mj = ms.
Clearly, the attacker strength increases with the reduction of Ts, and the increase of ms and mj .

We denote with Tj the minimum jamming period during which the attacker has to jam a given
transmission in order to destroy the corresponding packet. We further define the jamming ratio
(ρj) as follows,

ρj
def
=

Tj

Tp
≤ 1 . (2.16)

The higher ρj is, the more resistant are the packets to jamming. Note that our game makes sense
only if the jamming ratio is sufficiently high. In [82], Noubir and Lin present a set of different coding
strategies (based on low-density parity-check (LDPC) codes) that can achieve ρj = 10 − 15%.

In the sequel, we first study the performance of the proposed system in the case of an inactive
attacker (i.e., he does not jam communication). Then, we extend our analysis to scenarios with the
active attacker.

2.6.3 Performance with an Inactive Attacker

We are interested in calculating the probability psuc that at least one report about the attacker’s
presence leaves the exposure region, i.e., is received by at least one listening node i ∈ O, after each
listener has been listening for the time period of Tl. We would like to stress again that we are
only interested in estimating the chances of a single report being received by any node i ∈ O; the
question of whether this is enough to guarantee that the given report will be received by the sink
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we leave for future work. Let Si denote the event that listening node i ∈ O successfully receives a
report from any j ∈ Ii during one listening period Tl. Then, we have

psuc = 1 − P
[
∧i∈OSi

]
. (2.17)

Due to complex interdependency between different events Si, i ∈ O, (i.e., the sets Ii, i ∈ O, may
not be disjoint) calculating this probability leads to an intractable problem. For this reason, we

focus on calculating psuc,i
def
= P [Si], for one fixed listening node i ∈ O. Clearly,

psuc ≥ max
i∈O

psuc,i . (2.18)

Moreover, if there exists a subset O′ ⊆ O such that Ii ∩ Ij = ∅, ∀i, j ∈ O′ with i 6= j, then we have

psuc ≥ 1 −
∏

i∈O′

(1 − psuc,i) . (2.19)

We have the following result for psuc,i.

Proposition 1 Assuming Tl = 2Tp, the following holds for any node i ∈ O

psuc,i =
|Ii|
m

(
1 − 1

m

)2(|Ii|−1)

. (2.20)

Proof: Let us denote with M the set of available hopping channels (frequencies); note that m = |M|.
Let a random variable Fi ∈ M represent a channel (frequency) selected by node i. As discussed
above, since Tl = 2Tl, only one packet of each transmitter j ∈ Ii will be contained completely within
the observed listening period Tl of node i (see Figure 2.14(b)). We call such packets “eligible”
packets. Finally, we denote with C the event that there is a collision between “eligible” packets of
at least two transmitters from Ii on the listening channel Fi; in case |Ii| = 1, the proposition follows
trivially.

By the law of total probability we have

psuc,i
def
= P [Si] =

∑

k∈M

P [Si|Fi = k] P [Fi = k] . (2.21)

By assumption, P [Fi = k] = m−1, ∀k ∈ M. From this and the fact that transmitters also choose
randomly channels to transmit, we have

P [Si|Fi = k] = P
[
Si|Fi = k′

]
, ∀k, k′ ∈ M . (2.22)

Therefore,
psuc,i = P [Si|Fi = k] , where k ∈ M . (2.23)

Then, we can write

P [Si|Fi = k] = P [Si|Fi = k, C] P [C] + P
[
Si|Fi = k,C

]
P

[
C

]

= P
[
Si|Fi = k,C

]
P

[
C

]
.

(2.24)

If there is at least one collision on channel Fi = k, then we are sure that no “eligible” packet can
be received successfully (this is the consequence of setting Tl = 2Tp).
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The probability P
[
C

]
that event C does not happen is calculated as follows

P
[
C

]
=

1∑

t=0

(|Ii|
t

)
1

mt

(
1 − 1

m

)(|Ii|−t)

=
|Ii| + m − 1

m

(
1 − 1

m

)(|Ii|−1)

.

(2.25)

P
[
C

]
is the probability that either no or only one transmitter from set Ii transmits on channel

Fi = k.
It remains to calculate P

[
Si|Fi = k,C

]
. Event Si, given that listener i listens on channel Fi = k

and that there are no collisions between “eligible” packets on channel Fi = k, happens only if there
is one “eligible” packet transmitted on channel Fi = k. For fixed channel Fi = k, there are

Ksuc = |Ii| (m − 1)|Ii|−1 (2.26)

different channel allocations such that there is only one “eligible” packet transmitted on channel
Fi = k. The total number of different channel allocations, conditioned on Fi = k and C, is then

Ktot = |Ii| (m − 1)|Ii|−1 + (m − 1)|Ii| . (2.27)

If there were no other packets transmitted by the transmitters from Ii except the “eligible” packets,
then P

[
Si|Fi = k,C

]
would simply be

Ksuc

Ktot
=

|Ii|
|Ii| + m − 1

. (2.28)

This is because each different channel allocation has the same probability of occurrence (i.e., each
node selects a given channel with equal probability 1/m). Now, since the transmitters from Ii

transmit packets continuously, each “eligible” packet (transmitted by j ∈ Ii) may also experience
a collision with at most one “non-eligible” packet per remaining transmitter t ∈ Ii\{j} (see Fig-
ure 2.14(b)). Therefore, we have

P
[
Si|Fi = k,C

]
=

Ksuc

Ktot

(
1 − 1

m

)|Ii|−1

=
|Ii|

|Ii| + m − 1

(
1 − 1

m

)|Ii|−1

.

(2.29)

Finally, the proposition follows by plugging the expressions (2.25) and (2.29) into the expression
(2.24). 2

Note that the result in Proposition 1 is conservative, since we assume that any overlapping
between two packet transmissions results in a destroyed packet; in general, however, a packet will
be destroyed if more than ρj percents of it is affected by a collision (see Section 2.6.2).

We further note that psuc,i will be equal for every listening period Tl (this can be seen from
Figure 2.14(b)). Thus, the number Nsuc,i of listening slots before node i receives the first report
has geometric distribution, that is,

P [Nsuc,i = t] = psuc,i (1 − psuc,i)
t−1 , (2.30)
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Figure 2.15: Performance with an inactive attacker: (a) psuc,i vs. the number of channels m, and
(b) the corresponding expected number (N suc,i) of slots before first success.

and the expected number N suc,i of listening slots before node i receives the first packet successfully
is given by

N suc,i =
1

psuc,i
. (2.31)

Similarly, the number Nsuc of listening slots before any node i ∈ O receives the first report success-
fully also has geometric distribution. Since psuc ≥ maxi∈O psuc,i, we must have

N suc ≤ N suc,i and V AR(Nsuc) ≤ V AR(Nsuc,i) , (2.32)

where V AR(·) denotes variance.
On Figure 2.15(a) and Figure 2.15(b), we plot psuc,i and the corresponding N suc,i, respectively,

for |Ii| ∈ {5, 15, 25}. Not surprisingly, from Figure 2.15(a) we can observe that there exists an
optimal value of m for fixed |Ii|. We denote this optimal value with m∗. Also, the maximum psuc,i

decreases with |Ii|. It is interesting to observe, however, that the probability psuc,i increases with
|Ii| for certain values of m above the optimal point m∗. Furthermore, on Figure 2.15(b) we can see
that N suc,i increases linearly with m after the optimal point m∗. Another important observation
is that the values of N suc,i are reasonably small. For example, for m = 40 and |Ii| = 15 we have
N suc,i ≈ 6, meaning that it will take around (6 × Tl) = (12 × Tp) time until the given node i ∈ O
receives successfully the first report; for as high Tp as 100 ms, this amounts to only 1.2 seconds (a
rather affordable delay for our purposes).

2.6.4 Performance with an Active Attacker

In this section, we are interested in the same performance metrics as in the previous section, with the
difference that now the attacker is active (he jams communication). Namely, we want to calculate
the probability pa

suc,i that the given listener i ∈ O receives a report within the time period Tl in the
presence of an active attacker. The following holds for pa

suc,i

pa
suc,i = psuc,i × (1 − pjam,i) , (2.33)
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where pjam,i is the probability that a report (packet) that is potentially successfully received by
listener i is jammed by the attacker (recall that there can be only one such a report per fixed
listening period Tl – see the proof of Proposition 1). The independence in this expression follows
from the following facts: (i) from the attacker’s perspective every packet transmitted by the nodes
from the exposure region (i.e., set I) have equal chance to be received by some listening node
i ∈ O, and (ii) all the nodes choose their listening and/or transmitting channels independently. It
is implicitly assumed in this analysis that the attacker has no information about the set Ii for the
given node i ∈ O; moreover, the attacker has no information about the de-synchronization level
between transmitting and listening nodes.

As discussed above, it is sufficient to focus on a single report (packet) that would be successfully
received (with probability psuc,i) if the attacker was not active. From the moment the transmission
of this report commences, the attacker has at most time (1 − ρj)Tp to successfully sense the given
report and in turn to jam it.

We assume the following behavior of the attacker. The attacker scans ms out of m channels
at a time. If the attacker senses the presence of a signal on a channel, it will jam this channel for
the duration of Tj . The attacker’s success to jam the fixed report (packet) is determined by the
“number of attempts” k that the attacker has available to detect on which channel is the packet
being transmitted. To jam successfully the packet, the attacker needs to detect (and jam) the correct
channel before a fraction (1 − ρj) of the packet has been transmitted. Therefore, the attacker has
at most

k =

⌊
(1 − ρj)Tp

Ts

⌋
(2.34)

chances to guess on which channel the observed packet has been transmitted. Consequently, the
probability pjam,i that the attacker successfully jams the fixed packet (report) can be upper-bounded
as follows

pjam,i ≤
k × ms

m
, (2.35)

where we assumed ms = mj (Section 2.6.2). This expression is based on the observation that, per
duration of Ts, the attacker can make ms guesses about the channel on which the packet is being
transmitted. Per packet, this results in (k × ms) guesses. The described behavior of the attacker
is the best strategy that the attacker can choose in order to maximize his chances to jam the fixed
report. This is because all other strategies reduce the number of guesses k that the attacker can
make to detect the channel on which the observed packet has been transmitted.

We next calculate a lower bound on pjam,i. For this it suffices to observe that the attacker
spends at most Tj + Ts time per (different) channel visited. Note that this implies that each
different channel scanned by the attacker is occupied and therefore the attacker jams it during time
Tj . Therefore, the probability pjam,i that the attacker successfully jams the fixed packet (report)
can be lower-bounded as follows

pjam,i ≥
k′ × ms

m
, (2.36)

where

k′ =

⌊
(1 − ρj)Tp

Tj + Ts

⌋
≤ k . (2.37)

If Ts ≥ Tj and the attacker does not have fast enough hardware to sense the channel and then
switch to transmission to jam it, the attacker can employ a different strategy in which he chooses
randomly ms channels every time Tj and jams those channels for a duration Tj . In this case for k′,
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we have the following

k′ =

⌊
(1 − ρj)Tp

Tj

⌋
=

⌊
1

ρj
− 1

⌋
≤ k . (2.38)

Now, in the general case, we will have a mixture between the two extreme cases discussed above;
i.e., the attacker will spend a part of the available time (1 − ρj)Tp sensing the channels that are
not active (at a cost Ts) and the other part in jamming active channels (at a cost Tj). Therefore,
in general, the average number k of chances (opportunities) for the attacker to successfully jam the
given report satisfies

k′ ≤ k =
(1 − ρj)Tp

T
≤ k , (2.39)

where T is the expected time that the attacker spends per channel visited; note that Ts ≤ T ≤
Tj + Ts, that is, Ts ≤ T ≤ Tj in case the attacker does not sense a channel before jamming it.

It is evident from expressions (2.34)-(2.39) that the higher number of occupied channels is the
smaller the probability pjam,i is. In practice, this can be achieved by increasing the number of
transmitting nodes, that is, by increasing |Ii|, i ∈ O. It is important to observe that in this way
we decrease the maximum psuc,i (see Figure 2.15(a)). However, as can be seen from Figure 2.15(a)
and Figure 2.15(b), by an appropriate choice of m, we can indeed afford a significant increase in
the number of transmitters while not reducing significantly psuc,i.

Note finally that all the results in this section are conservative in the sense that we have observed
only the performance of a single listening node. Even better performances are expected in the
general case that we study in the following section.

2.6.5 Simulations

We carried out an evaluation of the solution based on uncoordinated channel hopping using simula-
tions written in Matlab. For the fixed attacker, we are interested in calculating the average number
N suc of transmissions until the first report, from the exposure region around the attacker is received
by any listening node located outside the exposure region. Here, each time slot is Tp long, (i.e.,
equal to the time it takes to a sensor node to transmit a packet).

In our simulations, we consider an optimal attacker who knows in advance which channels are
to be active; in this way the attacker avoids the cost of visiting non-active channels. However, in
these simulations, we consider the case with ms = mj = 1. We have implemented the following
strategy for the optimal attacker: every Tj period, he picks one channel that has not been visited
for the longest time among currently active channels.

We perform the following experiment for 20 randomly generated networks of size D × D, with
D = 2000. For every network, we first deploy uniformly at random Nr listening (relaying) nodes
and Nt channel-hopping transmitting nodes. Then, for every network we pick randomly the location
of the attacker. The attacker’s location, together with the radius of the exposure region Rs and
the radius of the transmission range Rt, define sets I and O; the set of transmitting nodes residing
in the exposure region and the set of neighboring listening nodes located outside of the exposure
region).

For each such a scenario and fixed number m of hopping channels, we generate 50 random
(hopping) schedules for both the transmitting nodes (from set I) and the listening nodes (from set
O). Note that the schedules are also shifted in time (the nodes are not synchronized). For every
random schedule, we record the time slot at which the first packet from the exposure region is
successfully received by any node from O.
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Figure 2.16: Average number N suc of time slots before the first packet is successfully received when
(a) the attacker is not active (does not jam), and (b) the attacker is active. We use 95% confidence
intervals.

We repeat our experiments for different number m of hopping channels. For each fixed channel
number, we average the results across 20 × 50 experiments described above.

The results are presented on Figure 2.16(a) and Figure 2.16(b), with 95% confidence interval.
On Figure 2.16(a), we plot the results for the case when the attacker is not active. From this figure,
we can observe that the average number N suc of transmissions before the first success decreases
in the number of orthogonal channels. It is important to observe that even if m = 1, we do not
necessarily have collisions at the listening nodes all the time. The reason is that, depending on the
node density, for some listening node i ∈ O, we will have |Ii| = 1, with a high probability. Another
important observation is that N suc decreases in the density of transmitting nodes from set I (i.e., in
Nt, for fixed D). Finally, the value of N suc is reasonably small, so that we can speak of timely data
delivery in the approach based on uncoordinated channel-hopping approach. For example, with the
communication speed of 19.2 Kbps, the packet size of 20 bytes (including the preamble) and with
negligible inter-packet delay, N suc = 10 corresponds to approximately 85 ms.

Next we observe N suc in scenarios with an active attacker. The results for jamming ratio
ρj = {0.1, 0.15} are shown on Figure 2.16(b). Note that ρj = 0.1 means that the attacker can jam
successfully at most 1/0.1 = 10 and 1/0.15 ≈ 7 packets during time period Tp. In this figure, the
curve obtained for Nt = 2500 and no attacker serves as a reference point. As expected, for the values
of m very close to (or lower than) ρ−1

j , N suc grows sharply, essentially meaning that the network

will fail to deliver alarms. However, as m grows above ρ−1
j , the value of N suc stabilizes at reasonably

small value. For example, for Nt = 3000 and ρj = 0.1, N suc m=15 = 15 and N suc m≥20 ≈ 11. From
this figure, we further observe that as we increase the resistance of packets ρj to jamming, we can
achieve a significant reduction in N suc.

We also observe that the simulation results are in accordance to our conclusions from Sec-
tion 2.6.3 and the results shown on Figure 2.15(b). It is interesting to observe in Figure 2.16(a) and
Figure 2.16(b) that the variance decreases in both the number of transmitters and ρj , and increases
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Figure 2.17: Distribution of the “number of transmissions before the first success” for m = 20 and:
(a) ρj = 0.1 , (b) ρj = 0.15. The number of samples is 1000.

in m. This is because Nsuc is a geometric random variable with the variance given by

V AR(Nsuc) =
1 − psuc

p2
suc

, (2.40)

and psuc increases in both the number of transmitting nodes for m above some “critical value” (see
Figure 2.15(a)) and ρj , and decreases in m (Proposition 1 and Figure 2.15(a)).

Another important observation is that the uncoordinated channel-hopping approach is feasible
for modest values of ρj and m, which directly impacts the cost of implementing this approach. This
is better seen on Figure 2.17(a) and Figure 2.17(b), where we plot histogram (distribution) of the
number of transmissions before the first success (Nsuc) for m = 20. On Figure 2.17(a), we can
observe the jump at Nsuc = 70. This is because we round all the realizations with Nsuc > 70 down
to value of 70. These figures further confirm our observation that variance of the Nsuc is much
higher in the case ρj = 0.1 compared to ρj = 0.15; this can also be seen on Figure 2.16(b). Finally,
we can see that the frequency of Nsuc indeed resembles geometric distribution.

In conclusion, the approach based on uncoordinated channel-hopping is particularly well suited
for timely reporting under jamming attacks. Moreover, being based on uncoordinated channel-
hopping, this approach imposes no additional overhead on tiny sensor nodes; it is zero-configurable.

2.7 Related Work

The issues of jamming detection and prevention in wireless sensor networks have received a signif-
icant attention recently. In [34], Wood and Stankovic briefly study potential techniques to avoid
jammed regions. A more elaborate study was presented by Wood, Stankovic and Son in [110]. In
this work, they propose a proactive protocol that first detects and then maps jammed area. In their
approach, each node is assumed to have a detection-module that periodically returns a Jammed
or UnJammed message. The message output by the detection module is then broadcast locally.
In our approach, we, however, propose reactive solutions that do not require periodic exchange of
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information. Xu et. al. [112] propose two countermeasures for coping with jamming: coordinated
channel-hopping and spatial retreats, both of which require the nodes to be well synchronized and
coordinated. It is not clear that the solution based on spatial retreats is appropriate for wireless
sensor networks. In [112], Xu et. al. study the feasibility of reliably detecting jamming attacks.
They showed that reliable detection can be a quite challenging task in wireless sensor networks.
Moreover, all the proposed detection mechanisms are by their very nature proactive. In [82], Noubir
and Lin show how to use low density parity check (LDPC) codes to cope with jamming. In [56],
Karlof and Wagner introduce a new attack against wireless sensor networks called sinkholes. It
would be interesting to see if sinkholes can be used as a defense mechanism.

There has been a lot of work on DoS attacks in the context of wireless LANs and general ad hoc
networks. Bellardo and Savage [15] provide a description of vulnerabilities to DoS attacks in 802.11
management and MAC services; Gupta, Krishnamurthy and Faloutsos [45] study congestion-based
DoS attacks. Detection of rational DoS attacks and different countermeasures are proposed by
Kyasanur and Vaidya in [63], and more recently by Raya, Hubaux and Aad [90].

2.8 Summary

In this chapter, we have made several contributions: we have described in detail how an attacker can
mask some events by stealthily jamming an appropriate subset of the nodes. We have further shown
how these attacks can be thwarted by means of probabilistic wormholes – the on-demand (reactive)
mechanism ensuring timely delivery of important information. We have developed appropriate
mathematical models for the presented solutions. Furthermore, we have quantified the probability
of success in all the three “probabilistic wormholes”-based approaches.

It is clear that the space of investigation of this area is huge: other approaches can be envisioned,
and for the three that we have presented, the influence of other parameters can be studied. Yet, we
believe that this work provides useful insights on how to quantify the effectiveness of wormhole-based
defense mechanisms.

In terms of future work, it would be interesting to evaluate the performance of hybrid solutions,
by combining the three approaches proposed in this chapter. Finally, it would be interesting to
implement the presented schemes.



64 Chapter 2: Wormholes Defense: New Anti-Jamming Techniques in Sensor Networks



Chapter 3

Key Agreement in Peer-to-Peer
Wireless Networks

3.1 Introduction

As the popularity of mobile systems such as PDAs, laptops, and mobile phones increases daily, users
tend to rely on them in a growing number of situations. In this chapter, we focus on the frequent
case in which two people get together (e.g., at a meeting, or in the street) and make use of their
devices to communicate with each other, or at least to exchange their (electronic) business cards.
Clearly, the communication between these devices must be properly secured.

Very often, the two users will want the security between their devices to be peer-to-peer, thus
operating independently from any authority. In practice, this means that the mobile devices must
run a protocol to authenticate each other and to protect the data they exchange (to ensure confi-
dentiality and integrity); the latter operation typically requires setting up a symmetric shared key.
This key can be used to secure both immediate communications and communications that take
place afterwards (e.g., when users exchange e-mail over the Internet).

It is a common belief that peer-to-peer security is more difficult to achieve than traditional
security based on a central authority; moreover, wireless communication and mobility are considered
to be at odds with security. Indeed, jamming or eavesdropping is easier on a wireless link than on
a wired one, notably because such mischief can be perpetrated without physical access or contact;
likewise, a mobile device is more vulnerable to impersonation and to denial-of-service attacks.

In contrast to this widespread belief, we think that physical presence is the best way to increase
mutual trust and to exchange information in a secure way. Indeed, authentication is straightforward,
as users can visually recognize each other (if they meet for the first time, they can be introduced
to each other by a common friend whom they trust; or they can check each other’s ID). In order
to establish a shared key, they can make use of a location limited channel (e.g., physical contact
or infrared [101, 14]) between their two devices. The man-in-the-middle attack is considered to be
infeasible in these conditions.

Recently, researchers have proposed solutions that run exclusively on a radio link (hence they
do not require a special channel such as physical contact or infrared), which increases usability. To
compensate for the much higher vulnerability of radio channels, in some solutions users are required
to type a password in both devices [43]; in other solutions, they simply have to compare strings of
words (the longer the string, the higher the security) [43, 50, 24].

In this chapter, we describe two novel approaches to the problem of user-friendly key agreement
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(and mutual authentication) in settings where the users do not share any authenticated secret or
certified public key in advance. The first approach belongs to the family of solutions requiring the
users to compare strings of words, whereas the one is completely novel; it is based on radio-channel
specific technique called distance-bounding. In addition, we make the following contributions: (i)
we design protocols that are provably secure in a realistic communication model, (ii) we apply a
modular approach to designing and analyzing the protocols, thus paving the way to the design of
re-usable (provably secure) message transfer (MT) authenticators, and (iii) we significantly increase
user-friendliness. In the same vein, in Chapter 4, we develop Integrity (I)-codes that provide a
method to ensure the integrity (and authentication) of a message transmitted over insecure channel,
and which are based solely on message coding (no shared secret or certified public key is required).

The chapter is organized as follows. In Section 3.2 we state the problem and the set of as-
sumptions. In Section 3.3, we describe a novel message transfer authenticator. In Section 3.4, we
show the application of the developed message transfer authenticator to secure key agreement. In
Section 3.5, we provide the security analysis of the message transfer authenticator. In Section 3.6,
we describe a key agreement protocol based on verifiable principal proximity (distance bounding).
We overview the related work in Section 3.7. Finally, we summarize the chapter in Section 3.8.

3.2 Problem Statement and Assumptions

We consider the following problem. Two users, each equipped with a personal device capable of
communicating over a radio link, get together and want to establish a shared key. Although they can
visually recognize each other, we assume that they do not share any authenticated cryptographic
information (e.g., public keys or a shared secret) prior to this meeting. In addition, the users can
communicate only over an insecure radio channel (no infrared or physical ports are available). The
challenge is the following: How can the users establish a shared key in a secure way?

3.2.1 Threats Against Radio-Based Systems

The Diffie-Hellman (DH) key agreement protocol [104] seems to be appropriate for the problem
(and the set of assumptions) at hand; the DH key agreement protocol is believed to be secure
against a passive adversary1 (e.g., eavesdropping on a wireless link). Let us briefly review how the
DH key agreement protocol works. To agree on a shared key, two users, Alice (A) and Bob (B)
proceed as follows. A picks a random secret exponent XA, and calculates the DH public parameter
gXA , where g is a generator of a group of large order. B does the same, that is, he calculates gXB .
Finally, A and B exchange the public parameters gXA and gXB and calculate the shared DH key
as K = gXAXB = (gXA)XB = (gX

B )XA .
It is well known that the basic version of the protocol is vulnerable to an active adversary who

uses a man-in-the-middle (MITM) attack. At first glance, it may seem that mounting the MITM
attack against wireless devices that communicate over a radio link and are located within the radio
communication range of each other can be perpetrated only by a sophisticated attacker. But this
is not the case, as we will now explain by a simple example in the framework of Internet protocols.

The Address Resolution Protocol (ARP) [87] is used by the Internet Protocol (IP) to map IP
network addresses to the hardware addresses used by a data link protocol. An attacker can send
spoofed ARP-replies to the victim, who will consequently send all its packets to the attacking
machine. In an experiment we conducted, we were able to redirect the traffic between two “legal”

1This is true if the Computational Diffie-Hellman problem [79] is intractable.
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machines through an attacking machine, despite the fact that the two legal machines were in radio-
communication range of each other. In this way, the attacker could perpetrate the MITM attack
(by altering the DH parameters). For this attack we used a collection of publicly available tools for
network auditing and penetration testing, called dsniff [100, 99].

Of course, ARP-spoofing is not the only way to mount a MITM attack against wireless devices.
Examples of more involved MITM attacks against Bluetooth [7] equipped devices can be found
in [52] and [62].

Hence, our goal is to devise mechanisms that prevent the attacker from modifying the DH
parameters without being noticed.

3.2.2 Assumptions

We assume the users to be equipped with a computationally constrained personal device (e.g., a
PDA). Each device is equipped with a radio transceiver (e.g., IEEE 802.11 [6]). We also assume
that each device has a human-friendly interface (i.e., a screen and a keyboard). Furthermore, the
user are able to exchange a short information (string of bits) over a low-bandwidth authentication
channel like personal voice or visual communication (e.g., by looking at each other’s displays).

We would like stress that a part of the protocols proposed in this chapter are not limited to
the setting where two users meet in person. Our approach is also applicable (easily extensible) to,
for example, communication over the Internet, given that the users have a means to realize a low-
bandwidth authentication channel (e.g., authentication of the voice over a phone or Short Message
Service (SMS)).

We will present our solution over the multiplicative group G with the generator g. Here, we
take G to be a subgroup of Z∗

p of the prime order q, where Z∗
p is the multiplicative group of non-zero

integers modulo a large prime p. However, the whole treatment here applies to any group in which
the Decisional Diffie-Hellman (DDH) problem is hard. These are all groups in which it is infeasible
to distinguish between quadruples of the form (g, gx, gy, gxy) and quadruples (g, gx, gy, gz) where
x, y, z are random exponents. Furthermore, we assume that p and a generator g of Z∗

p, (2 ≤ g ≤ p−2)
are selected and published. All devices are preloaded with these values2.

Adversarial Model

In this chapter, we assume that the adversary Mallory (M) controls the radio communication chan-
nel in a sense that he can obtain messages and modify transmitted messages by adding her own
messages to the channel. We further assume that the adversary cannot disable the communica-
tion channel over an alternative low-bandwidth channel, that is, the adversary cannot prevent the
users to exchange information over voice or visual communication. This assumption simply reflects
everyday situations where people meet each other and talk.

Our adversarial model is similar to the Dolve-Yao model [79] in that the adversary controls the
radio communication channel can initiate a conversation with any other user. But it differs in that
we assume that the adversary cannot disable the communication over low-bandwidth authenticated
channels (he cannot prevent the users to talk to each other or to look at each other’s displays).

We further assume M to be computationally bounded. Also, the two parties involved in the
communication do trust each other; otherwise, little can be done (a corrupted party can always

2We stress here that we could let users select and communicate to each other their own parameters p and g.
However, this would come at the expense of the number (and size) of messages to be exchanged between the users,
and our goal is to keep key exchange protocols as simple as possible.
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Alice m
- Bob

Figure 3.1: Message authenticator in the “ideal world” (with passive adversaries).

disclose any secret information received by another party). Whenever we speak of the security of a
given protocol, we implicitly assume that the users involved in the protocol (e.g., their devices) are
not compromised.

3.2.3 Commitment Schemes

Commitment schemes are an important cryptographic building block that we will be using in our
protocols. In this subsection, we provide only an informal treatment of commitment schemes. The
semantics of a commitment scheme are the following: (i) a user who commits to a certain value
cannot change this value afterwards (we say that the scheme is binding), (ii) the commitment is
hidden from its receiver until the sender “opens” it (we say that the scheme is hiding).

A commitment scheme transforms a value m into a commitment/opening pair (c, d), where c
reveals no information about m, but (c, d) together reveal m, and it is infeasible to find d̂ such that
(c, d̂) reveals m̂ 6= m. Now, if Alice wants to commit a value m to Bob, she first generates the
commitment/opening pair (cA, dA) ← commit(m), and sends cA to Bob. To open m, Alice simply
sends dA (and m if necessary) to Bob, who runs m̂ ← open(ĉA, d̂A); we denote with x̂ the message
at the receiver’s side when message x is sent over a public (unauthentic) channel. If the employed
commitment scheme is “correct”, at the end of the protocol we must have m = m̂. We are now
ready to describe our protocols.

3.3 Message Transfer (MT) Authenticator

Let us first define the notion of a message transfer authenticator. Let us consider a simple example
on Figure 3.1. Here Alice (A) sends a message m to Bob (B) over some link. Any protocol (or, more
generally, mechanism) that ensures that the message accepted by Bob is the same message that has
been sent by Alice, except with a satisfactorily low probability, is called a message authenticator.

3.3.1 Straightforward Approaches are Suboptimal or Flawed

Perhaps the simplest way to verify the validity of the received message for Bob is to report the
received message to Alice who in compares it against the messages m she sent previously. The
comparison of the message value can be performed by looking at the screen of the communicating
party, or by reading aloud the value to be compared. Although this approach provides very strong
security, it is clearly impractical because it is limited to very short strings. A possible way to make
visual (and verbal) verification easier for A and B is to represent the message in a more readable
form by, for example, significantly reducing the number of digits to be compared (and potentially
encoding the bits in a more readable form as in RFC 2289 [4]). However, in this way, many different
(long) DH public parameters translate to the same (short) bit string (the check value). This may
give some advantage to a potential attacker.

Another simple approach consists in first exchanging m over a public channel, and in turn,
verifying (for example, visually) that h(m) matches h(m̂), where h is a hash function satisfying
certain security properties and m̂ is the message as received by B. In order for this approach to be
usable, the output of the hash function h(·) should be truncated to a relatively short length (e.g.,
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Figure 3.2: Time-variant versus time invariant users’ involvement.

around 50 bits). However, the adversary can easily fins a collision on the truncated output of short
length. In Section 3.7, we will describe a flaw in an approach proposed by [77], where two users
perform DH key exchange, using the public DH keys gXA and gXB , and at the end of the protocol
verify the validity of the shared key by comparing the truncated output of a hash function applied
to the shared key K = gXAXB .

Another important aspect of user-friendly authentication mechanisms is that of time invariance.
For example, the straightforward solution outlined in the previous paragraph has the drawback that
the size of the cryptographic hash function h(·) increases over time, in order to compensate for fast
(daily) advance in computational technology and computational power available to an adversary.
Today a “target collision-resistant” hash function (used in the previous example) implies the hash
function size of at least 80 bits [68] (see Figure 3.2). However, according to [68], the minimum
required size increases linearly over time due to fast technological advances (as shown in Figure 3.2).
Consequently, straightforward solutions similar to the one outlined above imply time-variant users’
involvement, that is, the number of bits to be compared by users increases over time. This is
certainly not a desirable property and therefore in this chapter we look for a solution that exhibits
the time-invariant users’ involvement property.

In order to make the approach based on string comparison usable, it is essential to make a proper
trade-off between security and usability. In the following section, we propose a provably secure
MT-authenticator, called MT-SC (MT-authenticator with with String Comparison) that achieves
optimal trade-off between security and usability. Moreover, the MT-SC is a time-invariant solution;
in spite of the fact that the sizes of the used cryptographic primitives (their security parameters)
increase with time, the users’ involvement remains unchanged (see Figure 3.2). The MT-SC is a
basic building block of the key agreement protocols that we propose in this chapter.

3.3.2 Optimal MT-Authenticator Based on String Comparison

The MT-SC authenticator is shown on Figure 3.3. Alice holds a message m (not necessarily secret)
that she wants to send to Bob. Both A and B first generate k-bit random strings NA and NB,
respectively. Then, A calculates commitment/opening pair (c, d) for the concatenation

m‖NA .
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Alice Bob

Given m
Pick NA ∈U {0, 1}k Pick NB ∈U {0, 1}k

(c, d) ← commit(m‖NA)

— Insecure high-bandwidth channel (e.g., a radio channel) —

c
-

NB
¾

sA ← NA ⊕ N̂B
d

- m̂‖N̂A ← open(ĉ, d̂)

sB ← NB ⊕ N̂A

— Low-bandwidth authentication channel (e.g., voice) —

sA
- Verify sB

?
= sA.

If verification OK, Bob outputs
“Accept” m̂.

Figure 3.3: Message authenticator based on short strings comparison (MT-SC). Bob checks whether
the source of the message m̂ is Alice; an “authentic channel” can be implemented through visual
or vocal comparison of the output strings NA ⊕ N̂B and NB ⊕ N̂A.

The following three messages are exchanged over an insecure radio link. In the first message, A
sends to B the commitment c. B responds with his random string NB. In turn, A sends out d, by
which A opens the commitment c. B checks the correctness of the commitment/opening pair (ĉ, d̂).
If the verification is successful, A and B proceed to the final phase (Figure 3.3).

In the final phase, A and B first generate the verification strings sA and sB, respectively, as
shown on Figure 3.3 (⊕ is the bitwise “xor” operation). The length of each of these strings is
k. Finally, Alice and Bob (as users) simply compare sA and sB (e.g., through visual or vocal
communication). If they match, Bob accepts the message m̂ as being authentic (i.e., he accepts
that m̂ = m).

We assess the security of our MT-authenticator in Section 3.5. Here, we only state the result.
To do this, we define formally what we mean by a secure MT-authenticator.

We denote with Π
(
k, (A, B)

)
a message authentication protocol (an MT-authenticator) that is

executed between two parties A and B, with the security parameter k. Here, by authentication
of a message we mean that at the end of a successful run of the protocol, party B accepts that a
message m̂ it has received must have been sent by party A, except with a negligible probability.

Definition 5 We say that Π
(
k, (A, B)

)
is a secure message authentication protocol (MT-

authenticator) between A and B if adversary M cannot win, except with a satisfactorily small
probability O(2−k).

Informally, M wins if B reaches the “Accept” m̂ decision while m̂ has not been sent by A.

Perfectly Hiding and Computational Binding Commitment Scheme. For simplicity,
in this chapter, we will assume that the used commitment scheme commit(·) is perfectly hiding and
computational binding; we would like to emphasize, however, that the protocol given in Figure 3.3
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works with any commitment scheme. We next define more formally basic properties of such com-
mitment schemes. In this direction, let us define the following event B for the fixed commitment
scheme:

B
def
=

{
any probabilistic polynomial time algorithm (adversary) outputs a commitment (c)

and two valid distinct openings (d and d′, d 6= d′)
}

.

Definition 6 We say that the commitment scheme is perfectly hiding and computational binding

if (i) P [B]
def
= ε(par) is negligible in the security parameter(s) par of the commitment scheme, and

(ii) commitments reveal no information whatsoever about the committed values.

We next analyze the security of the MT-SC protocol (Figure 3.3) with the commit(·) being
a perfectly hiding and computational binding commitment scheme. Let us denote with B the
complementary event to the event B. In other words, B says that no probabilistic polynomial time
algorithm (adversary) outputs a commitment (c) and two valid distinct openings (d and d′, d 6= d′).
Furthermore, let us define the event S as follows

S
def
=

{
the adversary wins (succeeds) against the given user of the MT-SC (with the commit(·)

being perfectly hiding and computational binding) in polynomial time
}

.

Now we can write the following:

P [S] = P
[
S|B

]
P

[
B

]
+ P

[
S|B

]
P

[
B

]

≤ P
[
B

]
+ P

[
S|B

]

= ε(par) + P
[
S|B

]
.

(3.1)

The expression (3.1) says that we can focus our security analysis on the case where the event B
never happens (S|B), that is, the adversary does not break the binding property of the commitment
scheme. In other words, we can condition the success of the (computationally bounded) adversary
on the event B and evaluate the probability P

[
S|B

]
, and finally add up P

[
S|B

]
to the probability

ε(par).
It is interesting to note that since we assume the used commitment scheme to be perfectly

hiding, the event S|B essentially means that the semantics (the basic functionality) of commitment
schemes is “unconditionally” preserved, as if an ideal commitment scheme exists and is used in our
protocol.

Let us denote with γ the maximum number of sessions (successive or abortive) of the MT-SC
protocol by the given user. It is important to note the the security parameters par of the used
commitment scheme impose upper bounds on the security parameters k and γ in our protocol.
For example, if for the used commitment scheme the probability ε(par) is negligible given that the
number of executions of this scheme is bounded by q (where q is one of the parameters par), then
it does not make sense to consider γ > q.

Theorem 9 The probability P
[
S|B

]
that an adversary succeeds (wins) against a targeted user of the

MT-SC protocol (with the commit(·) being perfectly hiding and computational binding) conditioned
on the event B is bounded by γ2−k, i.e., P

[
S|B

]
≤ γ2−k.

We prove this theorem in Section 3.5. Then, by combining the result from Theorem 9 and the last
expression in (3.1) we have the following result.
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Alice gXA

- Bob
gXB

¾

Figure 3.4: Basic Diffie-Hellman key agreement protocol is secure in the AM model; for simplicity,
we drop (mod g) from the DH public keys gXA and gXB .

Theorem 10 The probability P [S] that an adversary succeeds (wins) against a targeted user of the
MT-SC protocol (with the commit(·) being perfectly hiding and computational binding) is bounded
by γ2−k + ε(par) (i.e., P [S] ≤ γ2−k + ε(par)), where ε(par) = P [B] is negligible in the security
parameter(s) par of the used commitment scheme. Therefore, for appropriately chosen parameter
k, MT-SC is a secure MT-authenticator.

Let us give an example of possible values for the parameters k and γ. Let us assume that the
fixed user can participate in at most γ = 220 sessions (successful or abortive) in his/her lifetime; this
corresponds to 32 sessions per day during approximately 89 years. Then, by choosing k = 50 (bits)
we obtain that the highest probability of success by the adversary (having seen a huge number of
220 MT-SC sessions by the fixed user) is approximately γ2−k = 2−30. Note that k also represents
the length of the verification strings sA and sB to be compared by users. To make this job easier
for users, we can encode k = 50 bits into a ceratin number of short words from some predefined
dictionary (e.g., RFC 2289 [4]).

The proposed MT-authenticator (Figure 3.3) is optimal in the sense that all the k bits to be
compared by the users running this protocol contribute to the uncertainty of the adversary. It is
also time-invariant in the sense that the users involvement (k) does not increase with time. These
two are distinguishing features of our optimal MT-authenticator compared to any other proposal
(see Section 3.7).

In the following section, we show how to use the optimal MT-authenticator from Figure 3.3 in
conjunction with the basic Diffie-Hellman key agreement protocol to build a secure key agreement
protocol, where the users’ involvement brought to merely comparing a k-bit string.

3.4 From Secure MT-Authenticator to Secure Key Agreement

In [16], Bellare, Canetti, and Krawczyk propose a very intuitive modular approach to security
analysis (and construction) of secure protocols. This approach assumes two adversarial models: the
authenticated link model (AM) and the un-authenticated links model (UM). The AM model is an
ideal-world model in which the attacker is able to invoke protocol runs, masquerade as protocol
principals, and find old session keys; however, he is not able to fabricate or replay messages that
appear to come from uncorrupted parties. The UM model is a real-world model, in which the
attacker can do all that it can in the AM model; in addition, he can replay messages and try to
fabricate messages.

The security of the protocol is first proven in the AM model, assuming (as assumed by the model
itself) that all the communication between the parties is authenticated. If the protocol is proven
to be secure in the AM model, then it can be shown to be secure in the UM model, provided that
each message transmitted between the parties is authenticated by a MT-authenticator. Using this
approach, in [16], Bellare, Canetti, and Krawczyk show that the basic Diffie-Hellman protocol is
secure in the AM model (Figure 3.4), and that it is secure in the UM model, provided that correct
MT-authenticators are used to authenticate transfers of DH public parameters. In their work, they
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Alice Bob

— mA from Alice to Bob —

Given mA = gXA

Pick NA1 ∈U {0, 1}k Pick NB1 ∈U {0, 1}k

(cA, dA) ← commit(mA‖NA1)
cA

-

NB1
¾

sA1 ← NA1 ⊕ N̂B1
dA

- m̂A‖N̂A1 ← open(ĉA, d̂A)

sB1 ← NB1 ⊕ N̂A1

— Low-bandwidth authentication channel (e.g., voice) —

sA1
- Verify sB1

?
= sA1.

If verification OK, Bob outputs
“Accept” m̂A.

— mB from Bob to Alice —

Given mB = gXB

Pick NA2 ∈U {0, 1}k Pick NB2 ∈U {0, 1}k

(cB , dB) ← commit(mB‖NB2)
cB

¾

NA2
-

m̂B‖N̂B2 ← open(ĉB , d̂B) dB
¾ sB2 ← NB2 ⊕ N̂A2

sA2 ← NA2 ⊕ N̂B2

— Low-bandwidth authentication channel (e.g., voice) —

Verify sA2

?
= sB2

sB2
¾

If verification OK, Alice outputs
“Accept” m̂B .

Figure 3.5: Straightforward application of the MT-SC authenticator to basic DH key agreement
protocol.

use MT-authenticators based on digital signatures and encryption.
In this chapter, we follow exactly the same approach, but instead relaying on digital signature,

as a basis for an MT-authenticator, we use the MT-SC authenticator developed in the previous
section (cf. Figure 3.3).

3.4.1 Straightforward Application of the MT-SC Authenticator

A straightforward application of the MT-SC authenticator to the basic DH key exchange protocol
results in a (secure) protocol that involves 6 messages and 2 string comparisons as can be seen
on Figure 3.5. The security of the key exchange protocol on Figure 3.5 follows directly from the
security of the MT-SC authenticator (Theorem 10); the DH public keys gXA and gXB are simply
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Alice Bob

Given IDA, gXA Given IDB , gXB

Pick NA ∈U {0, 1}k Pick NB ∈U {0, 1}k

mA ← 0‖IDA‖gXA‖NA mB ← 1‖IDB‖gXB‖NB

(cA, dA) ← commit(mA) (cB , dB) ← commit(mB)

— Insecure high-bandwidth channel (e.g., a radio channel) —

cA
-

cB
¾

dA
- m̂A ← open(ĉA, d̂A)

m̂B ← open(ĉB , d̂B) dB
¾ Verify 0 in m̂A.

Verify 1 in m̂B . sB ← NB ⊕ N̂A

sA ← NA ⊕ N̂B

— Low-bandwidth authentication channel (e.g., voice) —

sA
- Verify sB

?
= sA.

If verification OK, Alice and Bob output “Accept” m̂B and m̂A, respectively.

Figure 3.6: Optimal Diffie-Hellman key agreement protocol based on String Comparison (DH-SC)

treated as message m in the MT-SC protocol from Figure 3.3. While being secure, this protocol
is still somewhat suboptimal, as it requires 6 messages to be exchanges over the insecure (radio)
channel and, more importantly, it involves two k-bits comparisons.

In the following section, we present an optimized version of the secure DH key agreement
protocol from Figure 3.5, which involves 4 messages over an insecure channel and only one k-bit
string comparison.

3.4.2 Diffie-Hellman Key Agreement with String Comparison (DH-SC)

The optimized protocol unfolds as shown on Figure 3.6. Both Alice (A) and Bob (B) have selected
their secret exponents XA and XB, respectively, randomly from the set {1, 2, . . . , q} (q being the
order of G) and calculated DH public parameters gXA and gXB , respectively. A and B proceed
by generating k-bit random strings NA and NB, respectively. Finally, A and B calculate commit-
ment/opening pairs for the messages mA and mB, respectively, where

mA ← 0‖IDA‖gXA‖NA

mB ← 1‖IDB‖gXB‖NB .

Here, 0 and 1 are two public (and fixed) values that are used to break the symmetry and thus
prevent a reflection attack [79]. Finally, IDA and IDB are human readable identifiers belonging to
parties A and B (e.g., e-mail addresses).

The following four messages are exchanged over an insecure radio link. In the first message, A
sends to B the commitment cA. B responds with his own commitment cB. In turn, A sends out
dA, by which A opens the commitment cA. B checks the correctness of the commitment/opening
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pair (ĉA, d̂A) and verifies that 0 appears at the beginning of m̂A. If the verification is successful,
B sends, in the fourth message, dB, by which B opens the commitment cB. A in turn checks the
commitment and verifies that 1 appears at the beginning of m̂B. If this verification is successful, A
and B proceed to the final phase (Figure 3.6).

In the final phase, A and B first generate the verification strings sA and sB, respectively, as
shown on Figure 3.6. The length of each of these strings is k. Finally, Alice and Bob (as users)
simply compare sA and sB (using visual or vocal communication). If they match, Alice and Bob
accept each other’s DH public parameters gXA and gXB and the corresponding identifiers IDA and
IDB as being authentic. At this stage, Alice and Bob can safely generate the corresponding secret
DH key (gXAXB).

We now assess the security of the optimal DH-SC protocol.

Definition 7 We say that any protocol Π
(
k, (A, B)

)
is a secure protocol enabling authentication

of DH public parameters between A and B if the (polynomial-time) attacker M cannot succeed in
deceiving A and B into accepting DH public parameters different than gXA and gXB , except with a
satisfactorily small probability O(2−k).

To state the result about the security of DH-SC protocol, we need two additional security
parameters (k was already introduced before: it is the length of verification strings sA and sB).
As in the case of the MT-SC authenticator, we denote with γ the maximum number of sessions
(successful or abortive) of the DH-SC protocol that any party can participate in. We further assume
that there are n parties that are using the DH-SC protocol.

Proposition 2 The probability that an attacker succeeds against the DH-SC (with the commit(·)
being perfectly hiding and computational binding) is bounded by nγ2−k+ε(par), where ε(par) = P [B]
is negligible in the security parameter(s) par of the used commitment scheme. Therefore, for the
appropriately chosen parameter k, DH-SC is a secure protocol enabling authentication of DH public
parameters.

Remark 1 The probability of success by the attacker as stated in Proposition 2, refers to the success
against any one among all DH-SC protocol runs (successful or abortive); in other words, the attacker
does not care which parties communication he breaks/influences. On the contrary, the probability
that the attacker is successful against a fixed (targeted) party is bounded by γ2−k + ε(par).

We prove Proposition 2 by showing that the DH-SC protocol (Figure 3.6) is just a compact
version of the secure DH key agreement protocol obtained by the straightforward application of the
MT-SC authenticator to basic DH protocol (Figure 3.5). In this direction, it is sufficient to observe
that in the DH-SC protocol, we simply piggyback the messages of one MT-SC authenticator on the
other (Figure 3.6). In this case, the k-bit random string NA (sent through the commit/opening pair
(cA, dA)) plays two roles:

(i) The role of NA1 in the first MT-SC authenticator where Alice wants to send mA = gXA to
Bob on Figure 3.5.

(ii) The role of NA2 in the MT-SC authenticator where Bob wants to send mB = gXB to Alice on
Figure 3.5.

The first role is clearly fulfilled by NA from the DH-SC protocol on Figure 3.6. That NA fulfills
the second role follows from the fact that NA on Figure 3.6 remains hidden until Alice opens cA by
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sending out dA, which Alice does only after receiving ĉB from Bob (or the adversary). The same
analysis is valid for Bob from Figure 3.6. Finally, to break the symmetry of the DH-SC protocol
we append two public (fixed) values 0 and 1 to messages mA and mB, respectively, and impose
the verification of both at the end of the protocol on Figure 3.6. Therefore, indeed, the DH-SC
protocol can be seen as a compact version of the secure protocol from Figure 3.5, that is, it can
be seen as two runs of the MT-SC authenticator (Figure 3.3). With this, we conclude the proof of
Proposition 2.

A more formal approach to proving Proposition 2 would be to show that by having a non-
negligible advantage against the DH-SC protocol, the adversary has a non-negligible advantage
against the MT-SC authenticator, which would contradict the security of the MT-SC (cf. Theo-
rem 10).

3.5 Security Analysis of the MT-Authenticator

We analyze the security of the MT-SC authenticator in the Bellare and Rogaway communication
model based on matching conversations [17].

3.5.1 Matching Conversations

In this model, a protocol Π(k, I) is executed by a pair of parties (A, B) ∈ I, where I is a set of
parties that share some common context (e.g., they all run a message authentication protocol). By
Πt

B,A we mean that a party B attempts to authenticate a message from party A in a session that
B believes has the session identifier t ∈ N. Here, by authentication of a message we mean that at
the end of a successful run of the protocol, party B accepts that a message m it has received must
have been sent by party A, except with a negligible probability.

We consider an active attacker Mallory in the communication model of Bellare and Rogaway [17],
meaning that Mallory can observe, modify and schedule communication between a pair of parties
(A, B). Given that Mallory is a powerful attacker, we let Mallory interact with Πs

A,B and Πt
B,A as

oracles in a “black box” style, meaning that Mallory can query Πs
A,B by supplying A with input

queries that comply to the observed authentication protocol. In the response to any query, oracle
Πs

A,B outputs a message that complies to the authentication protocol. We use the following format
(A, B, s, conv) to record all queries and responses that Πs

A,B sent out in the session that A marks as
s ∈ N; we do “the same” for Πs

B,A. Here, conv denotes a conversation of Πs
A,B, meaning a sequence

of timely ordered messages that Πs
A,B has sent out and received. We say that Πs

A,B and Πt
B,A have

matching conversations, if for each message m sent out by Πs
A,B in time τi, Πt

B,A received the same

message m in τi+1 and if for each message m sent out by Πt
B,A in time τi, Πs

A,B received the same
message m in τi+1 [17]. Here, τ0 < τ1 < τ2 < ... < τR is, for some positive integer R, a time sequence
recorded by Πs

A,B and Πt
B,A when conversing.

Consider a pair of oracles Πs
A,B and Πt

B,A that belong to party A and party B, respectively.

Following the unfolding of the protocol on Figure 3.3, the conversations of Πs
A,B and Πt

B,A can be
written as follows:

convA =
(
τ0,⊥, c

)
,

(
τ2, N̂B, d

)
,

(
τ4,⊥, sA

)

convB =
(
τ1, ĉ, NB

)
,

(
τ3, d̂,⊥

)
,

(
τ5, sA,⊥

)
,

(3.2)

where ⊥ means that a party receives/sends no message in the corresponding time τi. We first
observe that if the two conversations are not modified by adversary M , Πt

B,A (and hence Πt
A,B) will
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reach the “Accept” decision and convA and convB will be matching. This is obvious because then
c = ĉ, d = d̂ (which implies NA = N̂A) and NB = N̂B, and therefore sA matches sB ← NB ⊕ N̂A,
meaning that Πt

B,A will output “Accept” (Figure 3.3). Moreover,

τ0 < τ1 < τ2 < τ3 < τ4 < τ5 .

This essentially means that party B will believe that the message m̂ was sent by party A.
In Definition 5, we use the term “win” to define the security of any MT-authenticator. In the

model of matching conversations, we can define more formally the meaning of the term “win”.

Definition 8 We say that Π(k, (A, B)) is a secure message authentication protocol between A and
B if attacker M cannot win, except with a satisfactorily small probability O(2−k). Here, M wins if
Πs

A,B and Πt
B,A reach the “Accept” decision while they do not have matching conversations.

Observe that if any of ĉ, N̂B, d̂ or sA are missing or are received out of order, Πt
A,B and Πt

B,A

will simply “Abort” the protocol Π(k, I) and adversary M will certainly fail to convince Πt
B,A and

Πs
A,B to “Accept”.

3.5.2 Security of the MT-SC Authenticator

We denote the MT-SC authenticator (cf. Figure 3.3) as a protocol Π(k, I). We observe a pair of
parties (A, B) ∈ I running Π(k, I) and a powerful polynomially-bounded active adversary M .

In our security proof of Π(k, I), we calculate the probability of the event S|B; the probability
that the adversary is successful against the given user conditioned on the event (B) that the binding
property of the employed (perfectly hiding and computational binding) commitment scheme holds
(see Section 3.3.2). We assume that each party has access to a perfect random number generator.
Note that we will observe the security of Π(k, I) in the sense of Definition 8. Let γ be the maximum
number of sessions (successful or abortive) that any party can participate in. We will assume that
there are at most n parties using protocol Π(k, I). In our analysis, we will also assume that each
party participates in at most one message authentication session at a time.

We show that for fixed (A, B) and t, the probability that oracle Πt
B,A outputs “Accept” without

a matching conversation is satisfactorily small. Note that if Πt
B,A outputs “Accept” then there

must exist some oracle Πs
A,B (with party A) that outputs “Accept” too; message sA, at the end of

protocol Π(k, I), guarantees this. We first state the following intuitive result:

Lemma 3 If adversary M is to succeed against a pair of oracles (Πs
A,B, Πt

B,A), then we must have

c 6= ĉ, where c is the commitment sent out by Πs
A,B and ĉ is the commitment received by Πt

B,A.

Proof: Claim: If c = ĉ and Πs
A,B and Πt

B,A both “Accept”, then Πs
A,B and Πt

B,A must have matching

conversations. Indeed, the fact that Πt
B,A received a valid commitment opening value d̂ 6= d would

contradict the event B, so we must have d = d̂ and hence m = m̂ and NA = N̂A. Furthermore, since
Πs

A,B and Πt
B,A both “Accept”, we have NA ⊕ N̂B = NB ⊕ N̂A and hence NB = N̂B. Moreover,

τ0 < τ1 < τ2 < τ3 < τ4 < τ5. Therefore, Πs
A,B and Πt

B,A have matching conversations. 2

If Πt
B,A is to output “Accept”, then the pair (ĉ, d̂) has to be a valid commit/opening pair.

Furthermore, if oracle Πt
B,A is to output “Accept”, then there must exist some Πs

A,B (with party

A) that outputs sA ← NA ⊕ N̂B such that sA = sB ← NB ⊕ N̂A. Note here that N̂A and N̂B are
potentially chosen by the adversary M .
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Consider now the interaction between a pair of oracles (Πs
A,B, Πt

B,A) and adversary M as given

in (3.2). Assume that (ĉ, d̂) is a valid commit/opening pair and assume c 6= ĉ (Lemma 3). Note
that if any of the two assumptions does not hold, then M certainly fails. Then, we can prove the
following theorem equivalent to Theorem 9.

Theorem 11 For any such interaction between Πs
A,B and Πt

B,A and adversary M , we have

P
[
NA ⊕ N̂B = NB ⊕ N̂A

∣∣B
]
≤ γ2−k .

Moreover, P
[
S|B

]
≤ γ2−k.

Proof: Observe first that M has to submit N̂B before actually seeing NA. This follows from the
unfolding of Π(k, I) and the (perfectly) hiding property of the commitment scheme (see Figure 3.3
and conversations convA and convB given in (3.2)); N̂B is received by Πs

A,B at time τ2 and only then

Πs
A,B sends out (discloses through d) NA. Similarly, M has to submit N̂A (as a part of commitment

ĉ) before actually seeing NB. This follows from the unfolding of Π(k, I) and the binding property
of the commitment scheme (M does not change N̂A subsequently, since this would contradict the
event B); ĉ (commitment to N̂A) is received by Πt

B,A at time τ1 and only then Πt
B,A sends out NB

(see conversations (3.2)).
Thus, irrespectively of the attacking strategy taken by M , conditioned on the event B (i.e., the

binding property holds), either NA or NB will be disclosed after N̂A and N̂B have been generated
and submitted. If it happens that both NA and NB are disclosed at the exactly same time, then
we pick an arbitrary one.

Assume that NA is disclosed after NB. Then, we have

P
[
NA ⊕ N̂B = NB ⊕ N̂A

∣∣B
]

= P
[
NA = NB ⊕ N̂A ⊕ N̂B

∣∣B
]
≤ γ2−k ,

that is, (1) NA and NB are independent and uniformly distributed random variables, (2) N̂A and
N̂B are both generated and submitted before NA is disclosed (therefore, N̂A and N̂B are also
independent of NA), and (3) by assumption, party A can participate in at most γ sessions. The
same holds for the case where NB is disclosed after NA.

Since the condition (NA ⊕ N̂B = NB ⊕ N̂A) is the necessary condition for the attacker to be
successful (to win), we must have P

[
S|B

]
≤ γ2−k.

We conclude the proof by observing that the assumption c 6= ĉ precludes from trivial situ-
ations, where M would not modify the messages, to take place; in which case we would have
P

[
NA ⊕ N̂B = NB ⊕ N̂A|B

]
= 1. 2

From Theorem 11, we conclude that the probability that there exists oracle Πt
B,A that be-

longs to party B and that “Accepts” without a matching conversation is at most 2−k times the
maximum number of interactions (successful or abortive) that party B has participated in. It is
crucial that we take abortive attempts into account, too, when evaluating the probability that M
is successful against a given party. This is because M learns that his attempt is unsuccessful (i.e.,
NA ⊕ N̂B 6= NB ⊕ N̂A) before M potentially sends out d̂ in an attempt to disclose N̂A to party B.
If M is not successful in a given attempt, he can simply abort the protocol by simply not sending
d̂ to B.

Note that party A “Accepts” only if the corresponding party B “Accepts”. Therefore, the
probability that there exists oracle Πs

A,B that belongs to party A and that “Accepts” without a

matching conversation is at most γ2−k. Finally, the probability that any party is broken, assuming
that there are n parties that use protocol Π(k, I), is at most nγ2−k (cf. Proposition 2).
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3.6 Diffie-Hellman Key Agreement Based on Distance Bounding
(DH-DB)

In this section, we describe a key agreement protocol that is based on verifiable principal proximity,
achieved through distance bounding. We call our protocol Diffie-Hellman with Distance-Bounding
(DH-DB). The protocol ensures the secure establishment of a shared key between two parties A
and B if there are no other parties that are closer to A or to B than they are to each other. In
this section, we assume that the pair of devices have the means to accurately estimate the distance
between themselves (later in this section we discuss the possible techniques for this purpose).

The proximity check between the two devices is performed through distance bounding [23]:
each device upper-bounds its distance to the device with which it is agreeing on a key. The mea-
sured distance appears on both device displays. The users then visually check whether there are
other users/devices closer to them than the displayed distance bounds. If this is not the case, the
exchanged DH public parameters and the corresponding identities are accepted.

The DH-DB protocol is shown on Figure 3.7. Note that the protocol on Figure 3.7 is actually
built upon the DH-SC protocol (Figure 3.6). The only difference is that the verification of the au-
thentication strings sA and sB (in the DH-DB protocol) is performed through Brands and Chaum’s
distance bounding protocol [23]. Thus, Alice (A) and Bob (B) exchange the commitment/opening
pairs (cA, dA) and (cB, dB) in the first four messages in exactly the same way as in DH-SC protocol.
Furthermore, A and B perform all necessary verifications as in the DH-SC protocol. Finally, A and
B calculate k-bit verification strings sA and sB. As we can see on Figure 3.7, A and B also exchange
commitments c′A and c′B to concatenations 0‖RA and 1‖RB; again, 0 and 1 serve to protect against
the reflection attack.

Upon reception of the commitments c′A and c′B, the devices execute distance bounding by ex-
changing bit by bit all the bits of RA, RB, sA and sB as shown on Figure 3.7. During distance
bounding, the devices measure round-trip times between sending a bit and receiving a response bit.
The device estimates the distance-bound to the other device by multiplying the round trip time
by the speed of light in the case of the radio or by the speed of sound in the case of ultrasound
communication.

Having exchanged RA, RB, sA and sB, A and B open c′A and c′B by sending out d′A and d′B,

which they then use to retrieve R̂B and R̂A, respectively. A and B then use R̂B and R̂A to retrieve
ŝB and ŝA; this is done by performing a series of k “xor” operations as shown on Figure 3.7. Finally,
A and B verify ŝB and ŝA against sA and sB; note that this verification is now done by the devices
A and B, whereas in the DH-SC protocol this comparison is performed by users A and B.

Having successfully verified ŝB against sA and ŝA against sB, the devices A and B display the
measured distance bounds on their screens. The users A and B then visually verify that there
are no other users/devices in their vicinity (in what we call the integrity region of A and B; see
Figure 3.8). If the displayed distance bound corresponds to the distance to the closest device, the
users accept the exchanged DH public parameters gXA and gXB and the corresponding identities
IDA and IDB as being authentic; otherwise, they reject them. This last step is important as it
guarantees that the exchanged messages in the protocol preserved their integrity, meaning that they
cannot have been maliciously modified or generated by an adversary, but only by the closest party.

3.6.1 Properties of DH-DB Protocol

In DH-DB, the MITM attack is prevented by the proximity verification. We define the integrity
region of users A and B as the union of two spheres each centered at the position of devices A and
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Alice Bob

Given IDA, gXA Given IDB , gXB

Pick NA, RA ∈U {0, 1}k Pick NB , RB ∈U {0, 1}k

mA ← 0‖IDA‖gXA‖NA mB ← 1‖IDB‖gXB‖NB

(cA, dA) ← commit(mA) (cB , dB) ← commit(mB)
(c′A, d′A) ← commit(0‖RA) (c′B , d′B) ← commit(1‖RB)

cA, c′
A

-

cB , c′
B

¾

dA
- m̂A ← open(ĉA, d̂A)

m̂B ← open(ĉB , d̂B) dB
¾ Verify 0 in m̂A; sB ← NB ⊕ N̂A

Verify 1 in m̂B ; sA ← NA ⊕ N̂B

— Distance-bounding phase —

The bits of RA are The bits of RB are(
RA1, RA2, . . . , RAk

) (
RB1, RB2, . . . , RBk

)

The bits of sA are The bits of sB are(
sA1, sA2, . . . , sAk

) (
sB1, sB2, . . . , sBk

)

α1 ← RA1 ⊕ sA1
α1

-

β1
¾ β1 ← RB1 ⊕ sB1 ⊕ α̂1

· · ·
αi ← RAi ⊕ sAi ⊕ β̂i−1

αi
- Measure delay between βi−1 and α̂i

Measure delay between β̂i and αi
βi

¾ βi ← RBi ⊕ sBi ⊕ α̂i

· · ·
αk ← RAk ⊕ β̂k−1

αk
- Measure delay between βk−1 and α̂k

Measure delay between β̂k and αk
βk

¾ βk ← RBk ⊕ α̂k

— End of distance-bounding phase —

d′

A
- 0‖R̂A ← open(ĉ′A, d̂′A)

1‖R̂B ← open(ĉ′B , d̂′B)
d′

B
¾

ŝBi ← αi ⊕ β̂i ⊕ R̂Bi (i = 1, . . . , k) ŝA1 ← α̂1 ⊕ R̂A1

Verify sA
?
= ŝB ŝAi ← α̂i ⊕ βi−1 ⊕ R̂Ai (i = 2, . . . , k)

Verify sB
?
= ŝA

Alice and Bob visually verify that there are no other users/devices in their “integrity region”.

Figure 3.7: Operation of the Diffie-Hellman key agreement with Distance Bounding; all the com-
munication takes place over an insecure (high-bandwidth) channel.

B with radii equal to the distance d between devices A and B (see Figure 3.8). If the users can
visually verify that there are no other users/devices within the integrity region and if the distance-
bounding phase is secure, then the integrity of messages sA and sB is respected; i.e., sA and sB

sent from A and B will reach B and A, respectively, unchanged. Note here that the security of the
distance-bounding phase relies on the fact that the attacker does not learn RA and/or RB until the
end of this phase; all that M knows are commitments c′A and c′B. Therefore, RA and RB guarantee
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d

dd

A B

M

Integrity region

Figure 3.8: Integrity region of users A and B (d is the distance between users’ devices)

to A and B that the attacker cannot send the bits, in the distance-bounding phase, earlier than
receiving the previous bit; for this reason, it cannot appear to be closer than it actually is.

If attacker M is not within the integrity region, he will not be able to send messages to A
such that it seems that it is placed on the same (or shorter) distance from A as B. With this, the
integrity of sA and sB is preserved as if users A and B exchanged sA and sB face to face (e.g., voice
communication). Since sA and sB are actually authentication strings from the DH-SC protocol,
by verifying that sA and sB match, users A and B are guaranteed that messages mA and mB are
authentic, except with a satisfactorily small probability (see Proposition 2).

A nice property of this protocol is that it does not depend on the power ranges of the devices,
but solely on their proximity d. Specifically, the closer the parties are, the smaller the integrity
region is, and the harder it is for the adversary to get into the region without being noticed by
the honest parties. For example, getting the devices as close as d = 30 cm should be a sufficient
guarantee, even for the most demanding users, that no adversary (be it even a small device) resides
in the corresponding integrity region.

3.6.2 Implementation

We envision two possible implementations of DH-DB: with radio (RF) and with ultrasound (US).
Both exhibit equal security guarantees, but require different equipment attached to the devices. We
briefly report on how these implementations have been addressed so far. Brands and Chaum [23]
propose a distance bounding protocol that can be used to verify the proximity of two devices con-
nected by a radio link; it requires devices with a high (nanosecond) precision-of-time measurement.
To the best of our knowledge, the only commercial technique that achieves such precision, and
achieves therefore a high precision-of-distance measurement, is Ultra Wide Band (UWB). In [38],
Fontana has demonstrated that with UWB, distances can be measured with an error margin of up
to 15 cm.

Sastry, Shankar and Wagner [93] propose a distance bounding protocol based on ultrasound and
radio wireless communication (a similar technique was also proposed by Waters and Felten [106]).
Ultrasound-based distance bounding requires only millisecond time measurement precision, but of
course it needs each device to be able to communicate via ultrasound. Ultrasound-based distance
bounding has centimeter precision.

In both radio-frequency and ultra-sound solutions, the response time (the “xor” operation and
the reversion of the transceiver) of the challenged principal must be tightly bound and predictable.
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3.7 Related Work

The problem of key establishment is a very active area of research. Stajano and Anderson propose
the resurrecting duckling security policy model, [102] and [101], in which key establishment is based
on the physical contact between communicating parties (their PDAs). A physical contact acts as
a location limited channel, which can be used to transmit a key (or a secret) in plaintext. Thus,
no cryptography is required at this stage. The potential drawback of this approach is that the
realization of a physical contact can be cumbersome with bulky devices (e.g., laptops).

An approach inspired by the resurrecting duckling security policy model is proposed by Balfanz
et al. [14]. In this work, the authors go one step further and relax the requirement that the location
limited channel has to be secure against passive eavesdropping; they introduce the notion of a
location-limited channel (e.g., an infrared link). A location-limited channel is used to exchange
pre-authentication data and should be resistant to active attacks (e.g., man-in-the-middle). Once
pre-authentication data are exchanged over a location-limited channel, users switch to a common
radio channel and run any standard key exchange protocol over it. Possible candidates for a location-
limited channel include: physical contact, infrared, and sound (ultrasound) [14]. Here again, the
disadvantage of this approach is that it may be a cumbersome to realize a link with bulky devices
(e.g., laptops) in the case of infrared or physical contact. In addition, the infrared link itself is
not well studied in the context of secure communications. Actually, our DH-SC protocol could be
applied to the infrared link as well.

Asokan and Ginzboorg propose another solution based on a shared password [13]. They consider
the problem of setting up a session key between a group of people (i.e., their computers) who get
together in a meeting room and who share no prior context. It is assumed that they do not have
access to public key infrastructure or third party key management services. The proposed solution
is the following. A fresh password is chosen and shared among those present in the room (e.g., by
writing it on a sheet of paper or a blackboard). The shared password is then used to derive a strong
shared session key. This approach requires users to type the chosen password into their personal
devices.

It is well known that IT security systems are only as secure as their weakest link. In most IT
systems the weakest links are the users themselves. People are slow and unreliable when dealing with
meaningless strings, and they have difficulties remembering strong passwords. In [86], Perrig and
Song suggest using hash visualization to improve the security of such systems. Hash visualization is
a technique that replaces meaningless strings with structured images. However, having to compare
complex images can be cumbersome.

In US patent no. 5,450,493 [77], Maher presents several methods to verify DH public parameters
exchanged between users. The first method described in [77] is the most relevant one for the
problem we consider in this chapter; other methods are based on certificates and/or shared secrets.
Thus, A and B first perform the DH key exchange protocol and in turn report to each other
values f(KA) and f(KB), where KA and KB are the shared DH keys as computed by A and
B, respectively, and f is a compression function (i.e., f maps a key to 4-digit hex vectors [77]).
Unfortunately, this technique has a flaw, which was discovered by Jakobsson [51]. The problem
with Maher’s technique is the following. An attacker Mallory M , who knows f and controls all
the communication, first generates his secret exponents X1 and X2 and the corresponding public
parameters gX1 and gX2 . Since M knows that A and B will compare f(gXAX2) and f(gXBX1), he
checks if f(gXAX2) = f(gXBX1). If this is the case, M sends gX2 instead of gXB to A, and gX1

instead of gXA to B. If f(gXAX2) 6= f(gXBX1), M generates new values for X1 and X2 and repeats
the above procedure. Since f outputs a very short string (4-digit hex vector [77]), M will find a
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collision after a relatively low number of attempts.
Motivated by the flaw in [77], Jakobsson [51] and Larsson [66] proposed two solutions. However,

both solutions are based on a temporary secret shared between the two users (thus, for example,
SHAKE stands for Shared key Authenticated Key Exchange). In our work, we consider the same
problem but in a more demanding setting, as we assume that the users share no secret key prior to
the key exchange.

Dohrmann and Ellison [33] propose a method for key verification that is similar to our approach;
this method is based on converting key hashes to readable words or to an appropriate graphical
representation. However, it seems that users are required to compare a substantial number of words
(or graphical objects); this task could take them as much as 24 seconds according to [33]. This time
is significantly reduced when the graphical representation is used. However, Dohrmann and Ellison
provide no security analysis of their approach.

In [43] and [44], Gehrmann et. al., propose a set of techniques to enable wireless devices to
authenticate one another via an insecure wireless channel with the aid of the manual transfer of
data between the devices. The protocol, which they call MANA II, is similar to our DH-SC protocol;
in both protocols the parties have to compare the output of their devices. The MANA II protocol
is based on authentication codes. At the end of the protocol the parties have to compare a key
and a check value, where only the check value contributes to the uncertainty of the attacker. As a
result, with MANA II the number of bits to be compared by the parties is twice as much as with
our DH-SC. Other mechanisms proposed by [43] and [44] basically require the users to type in given
values into their devices. The important difference between MANA II and our DH-SC protocol is
that MANA II requires the parties to compare two strings (a key and a check value), whereas only
one string (the check value) contributes to the uncertainty of the attacker. As a result, for a fixed
security level of, MANA II requires the parties to compare twice as many bits as in the case of the
DH-SC protocol.

In [11], Alpern and Schneider [11] present a protocol that allows two parties to agree on a secret
key on channels for which an adversary cannot tell who is the source of each message. It is a pairing
scheme that does not rely on public-key cryptography. As a follow-up, in [27], Castelluccia and
Mutaf propose two movement-based pairing protocols for CPU-constrained devices. Unfortunately,
we discovered serious security flaws in the proposed protocols; for example, contrarily to the claim
of [27], one of the protocols leaks all information about an agreed shared key.

We should mention other key-exchange protocols, proposed primarily for the use in the Internet:
IKE [5], JFK [8] and SIGMA [61]. All these protocols involve authentication by means of digital
signatures, which clearly does not fit the problem we study here. We also should mention the work
of Corner and Noble [32], who consider the problem of transient authentication between a user and
his device, as well as the work of Čapkun et. al [26], where the authors show how to make use of
users mobility to bootstrap secure communication in open ad hoc networks.

Finally, we acknowledge the contribution of Perrig et. al. in [85], where the authors propose
Tesla, a protocol for broadcast authentication based on delayed key disclosure.

3.8 Summary

In this chapter, we have provided two solutions to the fundamental problem of key agreement over
an insecure (radio) link. As user-friendliness is extremely important for the acceptance of any
security scheme, we have minimized the burden on the user: there is no need for physical contact,
nor for infrared communication between the devices.
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We have proposed a new (re-usable) MT-authenticator (MT-SC) based on string comparison,
by which users can optimally trade-off the desired security with their involvement in the protocol
execution. It is also shown, how the MT-SC authenticator can be used in a modular way to
build secure key agreement protocols in the setting where users share no prior secret or certified
information. All users have to do is to compare a short authentication string.

Finally, we have introduced the notion of integrity region in the context of distance bounding
based Diffie-Hellman key agreement protocol. To the best of our knowledge, this is a novel security
property3.

3In the following chapter, we introduce another novel security property called authentication through presence.



Chapter 4

Integrity (I) codes for Message
Integrity Protection Over Insecure
Channels

4.1 Introduction

Conventional security goals such as message confidentiality, integrity, and authentication are tradi-
tionally achieved through the use of certified public-keys or shared secret keys, and by the application
of appropriate cryptographic primitives (i.e., encryption schemes, signatures, message authentica-
tion codes, etc.).

Similarly to Chapter 3, in this chapter, we propose integrity codes (I-codes), a new security
primitive (mechanism) that enables integrity protection of the messages exchanged between entities
that do not hold any shared secrets or mutual authentication material (i.e. public keys or shared
secret keys). The construction of I-codes enables a sender to encode any message, such that if its
integrity is violated in transmission, the receiver is able to detect it. In the literature such codes are
known as All-Unidirectional Error-Detecting codes and are used in situations where it is possible to
change a bit “0” into a bit “1” but the contrary is not possible (except with a negligible probability)
[18, 21, 20]. An all-unidirectional error-detecting code is able to detect any number of unidirectional
errors (i.e., “0” → “1”) in the given codeword; in other words, for the given error-detection code no
unidirectional error can transform a (valid) codeword into another (valid) codeword. Unidirectional
error-detecting codes find application, for example, in the encoding of unchangeable data on digital
optical disks [67].

Our main goal in this study is to propose a mechanism to protect the integrity of messages
exchanged between entities in the presence of an adversary who tries to convince the entities to
accept modified messages as being authentic. We do not attempt to increase reliability of message
transmissions – actually, as we will see shortly, we will have to sacrifice the reliability of message
transfer in order to achieve our goal. For these reasons, we find it more appropriate to call the
error-detecting codes simply integrity codes (I-codes).

Our approach to message integrity protection involves three main components: on-off keying,
signal anti-blocking and I-coding. On-off keying is a modulation by which the bit “1” is transmitted
on the channel as the presence of a signal and the bit “0” is transmitted as the absence of a signal.
Signal anti-blocking means that the energy of the signal (bit “1”) cannot be annihilated by an
adversary (we show several ways how to possibly ensure this). Finally, by I-coding we mean that a

85
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message is encoded using I-codes (described in Section 4.3) before its transmission over an insecure
channel.

With these three components, we can ensure that only bits “0” (but not bits “1”) can be flipped
by the adversary on the channel and that if a bit is flipped, this will be detected at the receiver,
which is guaranteed by the properties of I-codes (Section 4.3).

We further show how this approach based on I-codes can be implemented on a radio communi-
cation channel. To validate our concept, we implement and test I-codes, on-off keying and signal
anti-blocking components on a Mica2 wireless sensor network platform; our implementation demon-
strates that the approach based on I-codes can be implemented using existing radio and processing
hardware and protocols at virtually no extra cost. Ensuring integrity protection over insecure radio
channels is particulary important for preventing “man-in-the-middle”-based attacks, which could
otherwise be perpetrated on a radio channel. By taking advantage of the characteristics of radio
channels, the I-codes help to completely prevent this attack.

Using I-codes, we develop a novel concept called authentication through presence, which enables
message authentication based solely on the awareness of presence in the power range of an entity.
We show the application of authentication through presence in two examples: (1) IEEE 802.11
access point authentication, and (2) key establishment over insecure radio channels.

We perform a detailed analysis of the security of I-codes on a radio channel and we show that
they are secure in a realistic attacker model. This analysis takes into account the characteristics
of radio channels such as phase shifts, noise, and the attackers ability to detect, jam and alter the
messages on a channel.

The chapter is organized as follows. In Section 4.2, we state our problem and we describe
our system and the attacker model. In Section 4.3, we formally introduce I-codes and we provide
details about their properties. In Section 4.4, we present the results of the I-codes implementation.
In Section 4.5, we show how to use I-codes for authentication; we introduce the notion of an
authentication through presence. In Section 4.6, we present the security analysis of I-codes. Finally,
we summarize the chapter in Section 4.8.

4.2 Problem Statement and Assumptions

Similarly to Chapter 3, we observe the following problem

Assuming that two entities (A and B) share a common communication channel (radio chan-
nel), but do not share any secrets or authentication material (e.g., shared keys or authenticated
public keys), how can the messages exchanged between these entities be authenticated and how
can their integrity be preserved in the presence of an attacker (M)?

Here, by message integrity, we mean that the message must be protected against any malicious
modification, and by message authentication we mean that it should be clear who the sender of the
message is.

We assume that the two entities involved in the communication (A and B) do trust each other;
otherwise, little can be done. Whenever we speak of the security of a given protocol, we implicitly
assume that the entities involved in the protocol are not compromised. We do assume that the
entities know (public) protocol parameters.
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Figure 4.1: Example of attacks on message integrity considered in this chapter: (a) Bit flipping;
signals modulated using amplitude modulation (AM); (b) Bit flipping; signals modulated using
frequency modulation (FM); (c) Signal overshadowing; signals modulated using amplitude modu-
lation.

Attacker Model

We adopt the following attacker model. We assume that the attacker Mallory (M) controls the
communication channel in a sense that he can eavesdrop messages and modify transmitted messages
by adding his own messages to the channel. We further assume that the attacker cannot disable the
communication channel (e.g., use a Faraday’s cage to block the propagation of radio signals). The
attacker can jam the transmission in a way that prevents the transfer of the information contained
in the message. However, the receiver will still receive the message from the sender, superimposed
by the attacker’s messages. Finally, we assume M to be computationally bounded.

It is interesting to observe that the security of I-codes themselves does not depend on the
attacker being computationally bounded. However, authentication schemes derived from I-codes
presented in Section 4.5 require the attacker to be computationally bounded.

Our attacker model is similar to the the Dolev-Yao model in that the attacker controls the
communication channel, but it differs in that we assume that the attacker cannot fully schedule
message transmission as it cannot disable the communication channel. This means that the attacker
cannot trivially remove the energy of the signal from the channel (we discuss this in more detail in
Section 4.6).

Before introducing our solution to the above stated problem, we give some examples of attacks
on message integrity on the radio channel, which are relevant to our proposal. Figure 4.1 shows
two types of such attacks. The first type of attack is called bit flipping, in which the attacker
introduces a signal on the channel that converts bit “0” into “1” or vice-versa. This attack is
shown on Figure 4.1(a) and Figure 4.1(b) for messages modulated using amplitude and frequency
modulation, respectively. Here, the bit is flipped such that the attacker adds to the channel the
signal of the opposite phase to the one representing the bit and the signal representing the opposite
bit. The second type of attack is the signal overshadowing attack, shown on Figure 4.1(c). In this
attack, the attacker adds to the channel a signal representing a bit string different from the one
sent by the honest entity with a significantly higher power than the one of the original signal. In
this way, the original signal, regardless of its format or modulation, becomes entirely overshadowed
by the attacker’s signal, and is treated as noise by the receiver.

In the following sections, we show how these and similar attacks on message integrity can be
detected through the use of I-codes in conjunction with on-off keying and signal anti-blocking
components. Even though we make a clear distinction between I-codes and on-off keying, that is,
signal anti-blocking, we will often abuse the terminology and call the triple (I-codes, on-off keying,
signal anti-blocking) an I-code.
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4.3 Integrity (I)-codes

Similar to a message authentication code (MAC) that involves a shared secret key, and a signature
scheme that involves certified public keys, an integrity code (I-code) provides a method of ensuring
the integrity (and a basis for authentication) of a message transmitted over a public channel. The
main difference is that an I-code removes the assumption that the parties involved in the message
exchange share any prior secrets or/and certified public keys.

4.3.1 Definition

I-codes allow a receiver B to verify the integrity of the message received from the sender A, based
solely on message coding. We now give a more formal definition of integrity codes and the termi-
nology we will use.

Definition 9 An integrity code is a triple (S, C, e), where the following conditions are satisfied:

1. S is a finite set of possible source states (plaintext)

2. C is a finite set of binary codewords

3. e is a source encoding rule e : S → C, satisfying the following:

◦ e is an injective function

◦ it is not possible to convert codeword c ∈ C to another codeword ĉ ∈ C, such that ĉ 6= c,
without changing at least one bit “1” of c to bit “0”.

To make the above definition more concrete, we now give two examples of I-codes.

Example 1 (Complementary encoding, Manchester code) The encoding rule (e) is the fol-
lowing:

1 −→ 10

0 −→ 01 .

Assume now that we want to encode messages from the set S = {00, 01, 10, 11} using the above
encoding rule. Then, C = {0101, 0110, 1001, 1010}, i.e., e(00) = 0101, e(01) = 0110, e(10) = 1001,
and e(11) = 1010. This encoding rule is clearly injective. Note further that each codeword c ∈ C
is characterized by the equal number of “0”s and “1”s. Therefore, it is not possible to convert
one codeword c ∈ C to a different codeword ĉ ∈ C, without flipping at least one bit “1” to bit “0”.
For example, to convert c = 0110 into ĉ = 0101, the third bit of c has to be changed to 0. By
Definition 9, the triple (S, C, e) is an I-code.

Example 2 (Codes with fixed Hamming weight) We encode each source state s ∈ S into a
binary sequence (codeword) of the fixed length (`) and fixed Hamming weight (w). For binary
sequences, Hamming weight is the number of bits “1” in the binary sequence. As in the previous
example, suppose S = {00, 01, 10, 11}. Let ` = 4 and w = 3. Then the number of possible binary
sequences of length ` and with Hamming weight w is

(
`
w

)
=

(
4
3

)
= 4; i.e., {0111, 1011, 1101, 1110}.
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Figure 4.2: An example of I-coding at the sender using the complementary encoding rule: 1 → 10
and 0 → 01.

Let us define the set of codewords C as follows: C ≡ {0111, 1011, 1101, 1110}. Suppose further the
following source encoding rule:

00 −→ 0111

01 −→ 1011

10 −→ 1101

11 −→ 1110 ,

that is, e(00) = 0111, e(01) = 1011, e(10) = 1101 and e(11) = 1110. Clearly, e is injective.
Moreover, no codeword c ∈ C can be converted into a different codeword ĉ ∈ C, without flipping at
least one bit “1” of c to bit “0”. Therefore, by Definition 9, the triple (S, C, e) is an I-code. It is
interesting to observe that the security of the Merkle one-time signature scheme is based on codes
with the fixed (known) Hamming weight [80].

In the following section, we show how I-code can be used on a radio channel to ensure the
message integrity. However, as we will show, I-codes are applicable to any communication media
(channel) for which we can ensure that it is not possible to block emitted signals on it, except with
a negligible probability.

4.3.2 I-codes on a Radio Channel

Let us consider a simple example shown on Figure 4.2. Here, m denotes the message for which the
integrity should be checked. Using the given I-code (i.e., the complementary encoding rule), the
sender first encodes m into the corresponding I-code codeword c. Due to the injective property of
I-codes (Definition 9), it is possible to recover unambiguously message m from the codeword c. In
order to transmit c over a given radio channel, the sender uses the following on-off keying modulation
at the physical layer. For each symbol “1” of c, the sender emits some signal (waveform) during the
period Ts (the symbol period). For each symbol “0” of c, however, the sender emits nothing during
period Ts (Figure 4.2). The waveforms that are transmitted do not carry any information, but it is
the presence or absence of energy in a given time slot of duration Ts that conveys information1.

1Note that this is similar to the pulse position modulation (PPM).
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In order to retrieve the codeword transmitted, the receiver simply measures the energy in the
corresponding time slots of duration Ts. We will assume for the moment that the sender and the
receiver are synchronized at the physical layer and with respect of the beginning and the end of
the transmission of c; later in the chapter, we discuss how this can be achieved. Let Pr denote the
average power that the receiver measures in a given time slot of duration Ts. Let us also denote with
P0 a pre-defined threshold power level. For the given time slot, the receiver decodes the received
signals as follows: (1) if Pr ≥ P0, output symbol “1”, and (2) if Pr < P0, output symbol “0”.

In our example on Figure 4.2, the receiver (which is, by assumption, synchronized with the
transmitter), listens on the channel during time period 6× Ts and for each time slot of duration Ts

it applies the above decoding rule. Finally, the receiver uses the inverse of the used encoding rule
(i.e., 01 → 0, 10 → 1) to retrieve the emitted message m = 101.

Note that the receiver does not have to know the waveform emitted by the sender. All the
receiver has to know is the frequency band used by the sender; the receiver can be thought of as
being a bank of radiometers measuring the energy in the given frequency band.

Assume that we can ensure for the used radio channel that it is not possible to block (annihilate)
signals emitted over it, except with a negligible probability. Also, the transmitter should transmit
signals using a power level high enough so that the average power as measured by the receiver is
above the threshold P0.

Theorem 12 Assuming that the sender and the receiver are synchronized with respect to the be-
ginning and the end of the transmission of the codeword c, an adversary cannot trick the receiver
into accepting the message m̂ when m 6= m̂ is sent, except with a negligible probability.

Proof: From the injective property of the I-code (Definition 9) we have

m̂ 6= m ⇒ ĉ 6= c ,

where ĉ is the unique I-code codeword corresponding to message m̂. Furthermore, converting the
codeword c to another valid codeword involves flipping at least one symbol “1” of c into symbol
“0” (Definition 9). Finally, the on-off keying modulation implies that the adversary has to delete
(cancel) at least one signal (waveform) emitted on the channel (see Figure 4.2).

However, according to our assumption, the adversary can delete the signal emitted on the used
radio channel only with a negligible probability. The need for the synchronization between the
sender and the receiver is clear. 2

We note that the adversary can still convert symbol “0” to symbol “1”. In this case, however,
the receiver will simply drop the received codeword since such a codeword cannot be demodulated
properly. Referring to the example on Figure 4.2, assume that the adversary flips the third symbol
“0” into symbol “1” in the original codeword c = 100110. The receiver will decode the altered
codeword as 101110. But this codeword cannot be related to any message, since there is no trans-
formation defined for the pair 11. Therefore, flipping symbol “0” to symbol “1” can be thought of
as a DoS attack, which the adversary can mount in any case against a radio channel (no matter
which modulation scheme is used).

4.3.3 Preventing the Attacker from Erasing Symbol “1”

In order to erase the signal from the channel (symbol “1”), the attacker needs to be able to predict
the shape of the signal at the receiver and send the inverted signal to the receiver to cancel it
out. There are two major factors that make it difficult for the attacker to erase the signal from
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Figure 4.3: An example of I-coding with spreading using FSK modulation.

the channel: the randomness of the channel and the randomness of the signal generated at the
sender. In Section 4.6, we analyze in detail the effects of the randomness of the radio channel on
the attacker’s ability to erase the signal from the channel. Here, we focus on the randomness of the
signals generated at the sender.

To prevent the attacker from erasing the signal, we implement the following scheme: the sender
randomizes the signals corresponding to symbols “1”. It is important to stress that this measure
makes sense only if the designated receiver can demodulate the signal at approximately the same
speed as the attacker. Specifically, to prevent signal erasure, each symbol “1” of the I-coded message
c is transmitted as a random signal of duration Ts. Note that we can randomize amplitude, phase,
frequency etc. For example, on Figure 4.2, we have randomized the frequency. Given the randomness
of this signal, it is difficult for the attacker to flip symbol “1” to “0” as it would need to predict the
shape of the random signal in order to cancel it.

However, generating arbitrarily random signals using off-the-shelf wireless devices, is challenging
and, with most devices, not feasible. This is mainly due to the implemented signal modulation
schemes that does require the bits to be encoded in a predefined fashion (e.g., in the case of FSK
modulation, symbols “1” are transmitted as a sinusoid waveform at one frequency, and symbols “0”
is transmitted as the same waveform but at a different frequency). We therefore propose a simple,
yet effective solution to randomize the transmission of symbol “1”, which is compatible with the
underlaying modulation schemes. For this, we introduce an additional step of encoding called signal
spreading. This is shown on Figure 4.3. An I-coded message c is spread such that symbols “1” are
converted into random sequences of k chips each; symbols “0” are converted into null symbols. On
the channel, chips “1” and “0” are transmitted using the modulation scheme available to the sender
(in our example we use FSK modulation), whereas the null symbol is transmitted as the absence
of signal.

Assuming that the designated receiver can demodulate the signal at approximately the same
speed as the attacker, the ability of the attacker to flip symbol “1” to “0” essentially depends on
his ability to guess one of the chip sequences. If the attacker fails to guess the entire sequence, the
receiver will still (correctly) decode this signal into symbol “1”. The probability that the attacker
guesses the chip sequence of a specific bit is 2−k. For the fixed codeword c, the attacker’s probability
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to flip one of the symbols “1” is therefore

1 −
(
1 − 2−k

)n
≈ 1 − e−n/2k

,

where n is the number of symbols “1” in c and the approximation is valid for small 2−k. For
example, if k = 48 and n = 80, this probability is 2−40. Obviously, by increasing k, this probability
can be made arbitrarily small.

In Section 4.6, we treat this issue of ensuring that the attacker cannot cancel the signal in greater
detail.

4.3.4 Synchronization and Complementary Encoding

Thus far, we have assumed that the sender and the receiver are synchronized with respect to the
beginning and the end of the transmission of the given codeword c. In this section, we show how
this can be achieved. Let us start with a simple example.

Example 3 (Straightforward Synchronization) Assume that Alice meets Bob and wants to
send a message m to him, using the I-codes approach. In this scenario, a simple synchronization
scheme would consist of using codewords of a fixed length that is publicly known, and letting Alice
check if Bob is listening on the correct channel, before she starts transmitting the message. In
order to let Bob’s device know when it should start demodulating the message transmitted, we can
use the convention that every I-code codeword is prefixed with symbol “1”. When Alice finishes
with the transmission, she informs Bob who, in turn, “notifies” his device (e.g., by a push on a
button). In this way, Bob informs his device that it may begin to demodulate the received message.
The important point is that the Bob’s device should take into account all the symbols it received
between the time instant at which the first symbol “1” has arrived and the time instant at which
Bob has notified his device (i.e., the push on the button).

As far the synchronization at the physical layer is concerned, by appropriately setting Ts, we can
easily ensure that the transmitter and the receiver remain synchronized throughout the transmission.
In Section 4.4, we report on our experience with a concrete real-life implementation.

Clearly, the approach to the synchronization from the previous example is not very flexible.
We next describe a more flexible approach. Let us assume that the sender wants to transmit the
following codeword c = 1010011001 (which corresponds to the message s = 11010 under the com-
plementary encoding rule). The sender simply keeps emitting (using the on-off keying, Figure 4.2)
the following repetitive sequence

. . . delimiter

c︷ ︸︸ ︷
1010011001 delimiter

c︷ ︸︸ ︷
1010011001 delimiter . . . (4.1)

Here, the “delimiter” represents a specially constructed bit string such that any successfully
demodulated codeword2 received between any two consecutive “delimiters” is authentic (i.e., corre-
sponds to 1010011001 in our example). We will show shortly how to construct such a delimiter for
the complementary encoding rule.

The receiver first has to make sure that the peer sender is active (transmitting the above
repetitive sequence). Then it decodes a codeword received between any two consecutive “delimiters”.

2In our example, by “successfully demodulated codeword” we mean the codeword for which the transformation
(10 → 1, 01 → 0) exists.
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If the codeword can be converted back to a message using the inverse of the complementary encoding
rule (i.e., (10 → 1, 01 → 0)), the receiver accepts this message as being authentic. At this stage, the
peer sender can stop transmitting the above repeated sequence. A nice property of this approach is
that the receiver does not have to know the length of the codeword being transmitted in advance.

We next define more formally the notion of the “delimiter”. Then we construct the delimiter
for the complementary encoding rule.

Definition 10 For the fixed set of codewords C, we define an incongruous delimiter (shortly, i-
delimiter) to be a finite minimum-length string of bits that satisfies the following conditions:

1. No substring (of consecutive bits) of any codeword c ∈ C can be converted into the i-delimiter,
without flipping at least one bit “1” of c to bit “0”;

2. The i-delimiter cannot be converted into a substring (of consecutive bits) of any c ∈ C, without
flipping at least one bit “1” of the i-delimiter to bit “0”;

3. Any valid codeword (i.e., any c ∈ C) received between two consecutive i-delimiters is authentic.

Example 4 Consider the set C such that c = 10100110 ∈ C. Consider also the following candidate
for the i-delimiter: x = 11011. We will show that bit-string x does not satisfy Definition 10 and
therefore is not an i-delimiter for the set C. This is easily seen by observing that 10100110 →
10110110, i.e., it is sufficient to flip only the fourth bit of c so that x emerges as the substring of
c. Therefore, the first condition of Definition 10 is not met.

Assuming that an adversary cannot flip bit “1” into bit “0”, we have the following result.

Theorem 13 Consider the set of codewords C obtained by applying the complementary encoding

rule (1 → 10, 0 → 01) to the set of source states (messages) S = {0, 1, 00, 01, . . . ,

k︷ ︸︸ ︷
11 . . . 1}, for

arbitrary k < ∞. A string 111000 is an i-delimiter for the set C.

Proof: By mere inspection of all the strings of a length smaller than 6 bits, it easily follows that no
such string satisfies Definition 10.

Consider now the string 111000. Observe that for every codeword c ∈ C the number of consec-
utive bits 0 and the number of consecutive bits 1 is at most two. Therefore, (i) 111000 cannot be
converted into any codeword c ∈ C without flipping at least one of the leading bits “1” in 111000
to bit “0”, and (ii) no substring of any codeword c ∈ C can be converted into 111000, without
flipping at least one bit “1” of c to bit “0”. Thus, the string 111000 satisfies the first two conditions
in Definition 10.

We next show that it satisfies the third condition as well. We observe that it is sufficient to
focus on a codeword between two consecutive strings 111000, since three consecutive bits “1” never
appear in any valid codeword from C and the adversary cannot flip a bit “1”. Let us consider the
following sequence of bits for any k-bit codeword (k being even) c = (c1c2 . . . ck−1ck) ∈ C

. . . 111000 c1c2 . . . ck−1ck 111000 . . . (4.2)

We first show that the adversary cannot accomplish that the string 111000 emerges in any
(other) part of the sequence (4.2) and that at the same time any resulting codeword ĉ is valid. As
the result the only hope for the adversary is to leave the original delimiters 111000 intact and try
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to transform the original codeword c into a different codeword ĉ of the same length. Since c is an
I-code codeword, the adversary would have to flip at least one bit “1” of c into a bit “0”. However,
by assumption he cannot accomplish this.

We now prove that the adversary cannot achieve that the 111000 emerges in any (other) part
of the sequence (4.2) and that at the same time any resulting codeword ĉ is valid. For this, let
us consider all possible 6-bit substrings (of consecutive bits) in the sequence (4.2). These can be
captured by one of the eleven cases given below:

1. . . . 1 11000c1 c2 . . . ck−1ck111000 . . .

2. . . . 11 1000c1c2 c3 . . . ck−1ck111000 . . .

3. . . . 111 000c1c2c3 c4 . . . ck−1ck111000 . . .

4. . . . 1110 00c1c2c3c4 c5 . . . ck−1ck111000 . . .

5. . . . 11100 0c1c2c3c4c5 c6 . . . ck−1ck111000 . . .

6. . . . 111000c1c2 . . . ci−4 ci−3ci−2ci−1cici+1ci+2 ci+3 . . . ck−1ck111000 . . .

7. . . . 111000c1c2 . . . ck−5 ck−4ck−3ck−2ck−1ck1 11000 . . .

8. . . . 111000c1c2 . . . ck−4 ck−3ck−2ck−1ck11 1000 . . .

9. . . . 111000c1c2 . . . ck−3 ck−2ck−1ck111 000 . . .

10. . . . 111000c1c2 . . . ck−2 ck−1ck1110 00 . . .

11. . . . 111000c1c2 . . . ck−1 ck11100 0 . . .

Case 2 – Case 5. The strings (1000c1c2), (000c1c2c3), (00c1c2c3c4) and (0c1c2c3c4c5) cannot be
transformed into the string 111000 without flipping at least one bit “1”, since c1 ⊕ c2 = 1 and
c3 ⊕ c4 = 1 (by the complementary encoding).
Case 6. We showed at the beginning of the proof that the string 111000 satisfies the condition one
in Definition 10. So no string (ci−3ci−2ci−1cici+1ci+2), i ∈ [4, 5, . . . , k − 2], can be transformed into
the string 111000 without flipping at least one bit “1”.
Case 7 – Case 11. The strings (ck−4ck−3ck−2ck−1ck1), (ck−3ck−2ck−1ck11), (ck−2ck−1ck111),
(ck−1ck1110) and (ck11100) cannot be converted into the string 111000 without filliping at least
one bit “1”, since they all contain at least one bit “1” among the last three digits.
Case 1. The string (11000c1) can be transformed into the string 111000 by flipping the third bit to
“1”, conditioned on c1 = 0. In this case, the bit c2 = 1 becomes the first bit of the new codeword
ĉ (not necessarily valid). From Case 2 – Case 11 above we know that the ending of the codeword
ĉ must be denoted either by the original delimiter 111000 or by the delimiter obtained by joining
the first bit “1” of the original delimiter to the new codeword ĉ. In the first case, the length of the
resulting codeword ĉ is k − 1 (an odd number) and so ĉ cannot be a valid codeword. In the second
case, one bit “1” is added to the sequence that already has a deficit of bits “0” (i.e., the bit c1 = 0
is not a part of ĉ) and so the resulting codeword ĉ cannot be not valid.

We conclude the proof by observing that the string 111000 is the shortest string (i.e., 6 bits
long) that satisfies all the conditions in Definition 10. 2

Remark 2 It is interesting to observe that for the complementary encoding rule and the delimiter
111000, the first two conditions from Definition 10 imply the third one (they are sufficient). If this
holds in general (for any I-code and an i-delimiter) is an interesting open problem.
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Referring back to the example (4.1), the sender can preserve the integrity of message 11010 (i.e.,
the codeword c = 1010011001) by simply emitting (using the on-off keying) the following repetitive
sequence

. . . 111000︸ ︷︷ ︸
i-delimiter

c︷ ︸︸ ︷
1010011001 111000︸ ︷︷ ︸

i-delimiter

c︷ ︸︸ ︷
1010011001 111000︸ ︷︷ ︸

i-delimiter

. . .

The receiver decodes a codeword received between any two consecutive i-delimiters (after having
verified that the peer sender is active). According to Theorem 13, any successfully demodulated
codeword between two i-delimiters must have been emitted by the peer sender (the codeword is
authentic). At this stage, the peer sender can stop transmitting the above repeated sequence. The
important implication of the synchronization based on i-delimiters is that the receiver does not have
to know in advance the length of the message to be transmitted by the sender.

In the following sections, we report on our experience with the real-life implementation of I-codes
and we describe the usage of I-codes for broadcast authentication and key agreement.

4.4 Implementation

We implemented I-codes (with spreading) on the Mica2 sensor networking platform [2]. This
platform consists of a processor and a CC1000 radio. CC1000 is a single-chip RF transceiver, has
a programmable frequency (300-1000 MHz) and uses FSK modulation spectrum shaping. It has
programmable output power, (-20 to 10 dBm) and a high receiver sensitivity (-110 dBm).

In our I-code implementation, we use pairs of sensors running the SOS operating system [46].
Each original message m is first I-coded such that each “1” is transformed into a “10” and “0”
into a “01”. An I-coded message is then transmitted such that each “1” is transmitted as an SOS
packet containing a random payload of length k (payload is chosen randomly for each packet) and
each “0” is transmitted as an absence of signal of duration Ts (in our implementation the number
of chips per symbol “1” is k = 48 bits and Ts = 10 ms – Figure 4.3). Each packet consists of a
preamble and of a payload. The preamble is 12 bytes long and with the payload makes a total of
18 bytes per packet.

The decoding process at the receiver is implemented as follows. A “silence period” on the channel
of the duration of 10 ms is interpreted as a “0”, whereas a presence of a packet is interpreted as “1”.
Here, the “silence on the channel” is defined as a period during which the received signal strength
on the receiver remains below a preset RSSI level. If the signal level remains above the preset RSSI
level, but the received information cannot be interpreted as a packet, the signal is interpreted as
“1”.

We experimented with this implementation of I-codes, by sending 8 to 512 bits long messages
(pre-coded messages from 16 to 1024 bits). To transmit an `-bit long message using I-codes we
actually transmit ` “0”s (10 ms of the absence of signal) and ` random packets (each 18 bytes
long). We measured the message transmission success ρt as a ratio between the number of correctly
transmitted messages and the total number of attempts. Here, we consider that a message is
correctly transmitted if the message originating from the sender is the same one received by the
receiver. For each different message size, we perform 20 experiments as follows. We first generate
100 random messages of the given size. Next, we transmit these 100 messages and count the number
of messages that have been successfully received. From this we calculate the success ratio ρt. Finally,
we average the results obtained from 20 experiments and present them with 95% confidence interval.
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Figure 4.4: Robustness of I-codes. The figure shows the message transmission success ratio ρt as
a function of the size of transmitted messages. The results are obtained through measurements on
Mica2 sensor motes.

The results of our measurements are shown on Figure 4.4. Quite expectedly, from Figure 4.4
we can observe that the transmission success ratio decreases quickly as the message size increases.
These results further show that I-codes are best suited for reasonably short messages. For longer
messages, we would need to transmit them multiple times in order for one of the messages to be
transmitted correctly. For this purpose, we relay on the i-delimiters introduced in Section 4.3.4.
From our measurement results we further observed that no messages were altered on the channel
such that they appear to the receiver as correct I-coded messages, but they are different from the
messages sent by the sender. Moreover, with our implementation, no bit “1” sent by the transmitter
was interpreted as a bit “0” on the receiver’s side. This is important as it shows that the integrity
of the messages transmitted with I-codes is preserved in our implementation.

From these measurements we conclude that I-codes provide sufficient robustness for the transfer
of short messages (e.g., public keys, public parameters, message digests, etc). For example, a 160
bit message (a typical size of the message digest) has a 70% chance of being transmitted correctly,
meaning that transmitting it correctly with a 0.999 probability takes approximately 6 successive
transmissions; on average it will take 1/0.7 ≈ 2 retransmissions. These numbers can, however, vary
depending on the channel conditions (the level of interference on the channel can be also estimated
by the sender and taken into account in estimating the number of transmissions).

With the Mica2 communication speed of 19.2 Kbps, each packet (representing a “1”) is trans-
mitted in 7.5 ms. This means that each bit of the original message gets transmitted in 17.5 ms
(single “0” and a single “1”) which means that the communication speed of transmitting the original
message with I-codes is 57 bps. Although I-codes reduce the speed of communication, this speed
is sufficient to enable the integrity-preserving transmission of a message digest (the size of which
typically is 160 bits), which then guarantees the integrity-preserving transmission of the entire
message.

Furthermore, in some scenarios, only the integrity of a public key needs to be preserved, whereas
protecting the rest of the communication can be enabled using the previously transmitted public
key.
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Figure 4.5: Typical usage of I-codes for integrity protection. Original message is transmitted over
an insecure high-bandwidth channel C1, whereas the integrity protection is enabled with I-codes
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4.5 Authentication Through Presence

Using I-codes, we develop a novel concept called authentication through presence, which enables
(broadcast) message authentication based solely on the awareness of the presence in a power range of
an entity. We first introduce this concept and then we describe its use in two application scenarios:
broadcast authentication and key establishment.

We describe our concept through an example involving two parties: the sender A and the receiver
B. Note that the sender and the receiver do not share any authentication material. The main idea
of our approach is shown on Figure 4.5. The message m, whose integrity needs to be protected, is
sent over a channel C1 which does not protect its integrity and over which its authenticity cannot
be verified. This channel can be realized as any communication channel. The message digest h(m)
(e.g., the message hash) is sent over a separate communication channel C2, dedicated for integrity
protection (we have shown through our implementation in Section 4.4 that this dedicated channel
can be realized using existing communication channels). Thus, if A wants to send a message to B,
she will use the protocol shown on Figure 4.6.

In this protocol, h(·) represents a one-way function used to protect the integrity of the trans-
mitted message. This function can be implemented as a simple hash. I-code

(
h(m)

)
represents

the I-coded message digest h(m). The sequences preceding and following after I-code
(
h(m)

)
are

i-delimiters (Section 4.3.4), which ensure that the receiver knows the beginning and the end of the
I-coded message.

In this protocol, the integrity and the authenticity of the message m is verified through the
verification of the authenticity and integrity of its digest h(m). The authenticity and the integrity
of h(m) is guaranteed with I-codes if and only if the following conditions are met: (i) the receiver
B knows that it is in the power range of the sender A, (ii) the receiver B knows that A has started
transmitting on the integrity channel (C2). The first condition is the condition of presence, which
ensures that the receiver is receiving signals from the sender. The second condition is the condition
of synchronization, which ensures that the receiver knows at what time the transmission of data
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A → B (on C1) : m

A → B (on C2) : . . . 111000︸ ︷︷ ︸
i-delimiter

I-code
(
h(m)

)
111000︸ ︷︷ ︸

i-delimiter

. . .

B : Verify the integrity and the authenticity

of h(m) using I-codes.

Verify the integrity and the authenticity

of m using h(m).

Figure 4.6: A protocol enabling the authentication through presence property; h(·) represents a
one-way function.

takes place. If the receiver wrongly believes that the transmitter is transmitting, or if it wrongly
believes to be in the power range of the sender, a (malicious) entity can insert false data on the
channel and these data will be accepted as valid by the receiver. This follows from the properties
of I-codes, which assume the presence of the signal from the legitime sender on the channel.

In the following two sections, we show in which scenarios the conditions of presence and synchro-
nization are fulfilled and in which, therefore, I-codes can be used for authentication and integrity
protection.

4.5.1 Access Point Authentication

In this section, we show that authentication through presence can be a useful tool for the broadcast
authentication of messages from fixed access points (AP).

Our scenario is depicted on Figure 4.7. Here, I-codes are used by the AP to advertise its public
key. This key can be later used to provide authentication and integrity protection of all messages
generated by the AP.

This enables any user that comes into the range of the AP to know that the advertised public
key of this access point is authentic and belongs to the access point in whose range they lie. If the
user trusts the environment in which the access point is placed (a bank or an office), it will trust
all information coming from that access point and will use the public key of the AP to establish a
secure connection to the station. Here, it is important that the user knows that the environment
in which she is placed is covered by at least one legitimate AP. If this condition is fulfilled, it is of
little importance if there are any rogue APs present in this space, as long as the legitimate APs are
active.

We assume that the sender (AP) is static. The (conservative) reach of its transmission is known
to the receivers. The receivers therefore know before they start receiving the data if they are in
the sender’s power range or not; this knowledge is publicly available information. The receivers
also know the integrity channel used by the AP to emit its public key. In the case of, for example,
IEEE 802.11a, one of the 12 orthogonal channels can be allocated for this purpose.

The AP continuously sends its key on the integrity channel (C2 on Figure 4.5). When it is
not advertising its public key, the AP jams the integrity channel to prevent any fake public keys
being transmitted over the same channel. As the AP is continuously active, there is no need for
synchronization with the receivers; the receivers will start receiving the data when they come into
AP’s power range. This power range can be estimated by the receiver (a room where the AP is
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sending AP

receivers

senderconservative transmission region

Figure 4.7: Broadcast integrity and authentication with an access point. By the “conservative
transmission region” we mean the region where the received power of a signal transmitted by the
AP exceeds some predefined threshold level (which is a security parameter in our case).

placed), or can even be marked. Furthermore, to avoid attacks during the time when the AP fails,
its status (activity) can be signalled to the receivers through some visual channel (e.g. a blinking
LED).

4.5.2 Key Establishment over Insecure Channels

In this section we show how authentication through presence can be used for key establishment over
an (insecure) radio link in peer-to-peer networks. Our key establishment protocol is based on the
Diffie-Hellman key agreement with String Comparison (DH-SC) shown on Figure 3.6 in Chapter 3.
The protocol that we propose in this section (Figure 4.8) is essentially the same protocol as the DH-
SC protocol. The only difference is that instead of having the users compare the short authentication
strings sA and sB via face-to-face voice or visual communication, the authentication string sA (or
sB) is communicated using I-codes (see Figure 4.8). We call this protocol the DH-IC protocol.

Clearly, the security analysis of the DH-SC in Section 3.4.2, extends to the DH-IC protocol. By
combining Proposition 2 (Chapter 3) and the analysis of the security characteristics of I-codes from
Section 4.6, we have the following result; again, we denote with γ the maximum number of sessions
(successful or abortive) of the DH-IC protocol that any party can participate in.

Theorem 14 The probability that an attacker succeeds against a targeted user of the DH-IC protocol
(with the commit(·) being perfectly hiding and computational binding) is bounded by γ2−k + ε(par),
where ε(par) is negligible in the security parameter(s) par of the used commitment scheme.

Here, we assume that prior to the protocol execution, the entities know the system parameters and
are aware of each others’ presence in the communication range. Therefore, the following condition
must be met: the sender has to make sure that the receiver is turned on and is listening on the
(correct) channel during the sender’s transmission. This can be easily enforced if two users approach
each other to establish a common secret key.

Let us give an example of possible values for the above parameters. Assume that any party can
participate in at most γ = 230 sessions (successful or abortive) in its lifetime. Then, by choosing
k = 60 we obtain that the highest probability of success by the attacker (having seen a huge number
γ = 230 of protocol runs) is approximately γ2−k = 2−30. Note that k also represents the length of the
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Alice Bob

Given IDA, gXA Given IDB , gXB

Pick NA ∈U {0, 1}k Pick NB ∈U {0, 1}k

mA ← 0‖IDA‖g
XA‖NA mB ← 1‖IDB‖gXB‖NB

(cA, dA) ← commit(mA) (cB , dB) ← commit(mB)

— Insecure high-bandwidth channel (e.g., a radio channel) —

cA
-

cB
¾

dA
- m̂A ← open(ĉA, d̂A)

m̂B ← open(ĉB , d̂B) dB
¾ Verify 0 in m̂A.

Verify 1 in m̂B . sB ← NB ⊕ N̂A

sA ← NA ⊕ N̂B

— Low-bandwidth authentication channel (e.g., I-code channel) —

I-code (sA)
- Verify sB

?
= sA.

If verification OK, Alice and Bob output “Accept” m̂B and m̂A, respectively.

Figure 4.8: Diffie-Hellman key agreement protocol based on I-codes (DH-IC)

verification string sA (and sB) to be communicated through I-codes. From Figure 4.4, we can see
that with I-codes, in normal circumstances, it will take on average around (1/0.7) < 2 repetitions of
the message of length k = 60 bits (i.e., 120 bits long codeword with the complementary encoding),
before it is successfully received by the given receiver. This is rather negligible cost, given that all
the messages are transmitted over a radio link.

Therefore, with I-codes, the involvement of the users in the protocol execution is rather minimal.

4.6 Security Analysis of I-codes

In this section, we discuss security of I-codes from the signal cancellation point of view. As we
already mentioned in Section 4.3.3, the security of I-codes depends on the inability of the attacker
to flip symbols “1” into “0”, by which she breaks the integrity of the exchanged messages. By
a successful attack on I-codes, we consider that the attacker is able to break the integrity of the
transmitted message, meaning that the receiver accepts a message as valid even if it has been
modified by the attacker on the channel. Note that we reason about the security of I-codes within
the system and the attacker model described in Section 4.2.

We focus on the security of I-codes used over the radio communications channel. In order to
delete (cancel) a signal s(t) emitted on a radio channel, the only hope for the adversary is to have
its signal s′(t) arrive at the receiver with the same amplitude as s(t) but opposite in phase, that is,
s′(t) = −s(t). There are two main factors that make it hard for the attacker to cancel the signal
at the receiver: (1) the unpredictability of the channel conditions (2) the unpredictability of the
signal generated by the sender. In order to cancel the signal at the receiver, the attacker needs
to estimate the channel conditions (to know how the channel will shape the original signal), and
predict the shape of the signal generated at the sender (to know which form to generate to cancel
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Figure 4.9: Superposition of signals s(t) = cos(ω0t) and s′(t) = − cos(ω0t− θ): (a) θ = 0.1 rad; (b)
θ = π

3 rad.

the signal). Channel conditions are highly influenced by the environment and in high-frequency
communication systems (e.g., 2.4 GHz), it is nearly impossible for the attacker to predict them due
to the unpredictable amplitudes and phases, the multipath fading effects, etc.

In this section, we analyze how channel and signal unpredictability affect the attacker’s ability
to cancel-out the signal on the channel. We show that the odds of the adversary to cancel the signal
s(t) are indeed negligible.

4.6.1 Anti-Blocking Property of the Radio Channel

We first start by showing how channel conditions affect the attacker’s ability to cancel the radio
signal.

Let us assume that the sender emits cosine signal s(t) with unit amplitude and frequency f0,
i.e., s(t) = cos(ω0t), where ω0 = 2πf0. We assume that the adversary somehow knows the exact
value of the amplitude of the signal received at the receiver. Furthermore, we assume that there are
no multipath fading effects and that the adversary knows s(t). Note that with these assumptions,
we only make the task of the adversary much easier. In reality, multipath effects and interferences
from other transmitters can easily make the channel sufficiently random to forbid the attacker to
even estimate the state of the signal at the receiver r(t).

Let us define r(t) ≡ cos(ω0t) − cos(ω0t − θ), where θ ∈ [0, 2π). Here, r(t) can be thought of as
the signal obtained as the superposition of the adversary’s annihilating signal s′(t) = − cos(ω0t − θ)
and s(t); θ accounts for the potential phase shift. On Figure 4.9 we plot signal r(t) = s(t)+s′(t) for
two different phase shifts: θ = 0.1 rad and θ = π/3 rad, respectively. The energy Er of the signal
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Figure 4.10: The energy of the signal r(t) ≡ cos(ω0t) − cos(ω0t − θ) and the signal s(t) = cos(ω0t)
normalized with respect to Ts (the average power).

r(t), with duration Ts, can be calculated as follows [88]:

Er =

∫ Ts

0
r2(t)dt

=
1

ω0
sin2

(
θ

2

)
(2ω0Ts − sin(θ) + sin(θ − 2ω0))

(1)
≈ 2Ts sin2

(
θ

2

)
,

(4.3)

where the approximation (1) is valid for high frequencies f0 (e.g., f0 = 2.4 GHz), since −1 ≤ sin(·) ≤
1 implies sin(·)/ω0 = sin(·)/(2πf0) → 0.

We plot the expression (4.3) on Figure 4.10; note that we normalize the energy with respect
to Ts (therefore obtaining the average power of the signal). On the same figure, we also plot the

energy of the unobstructed signal s(t) = cos(ω0t), i.e., Es =
∫ Ts

0 cos2(ω0t)dt = Ts/2. A striking
result on this figure is that for most values of θ the adversary actually contributes to the energy
of the original signal s(t). In order to at least attenuate s(t), the adversary has to ensure that
θ ∈ (−θ0, θ0), where θ0 is calculated as follows:

Er

Es
= 4 sin2

(
θ

2

)
< 1 ⇒ sin

(
θ

2

)
< ±1

2
, (4.4)

and therefore, θ0 = 2 arcsin
(

1
2

)
= π

3 . Therefore, the attacker attenuates3 s(t) for θ ∈
[
0, π

3

)
∪

(
5π
3 , 2π

]

(see Figure 4.10); note that this interval represents 1/3 (≈ 33%) of all the possible phase shifts.
We now show how demanding it is for the attacker to keep the phase shift θ within the given

bounds. We know that θ = ω0∆t, for a time shift (delay) ∆t. In time ∆t, the electromagnetic wave
can travel the distance ∆d = ∆t · c, where c is the propagation speed of the wave. We call ∆d the
distance shift. Combining these expressions we have:

θ =
2πf0

c
∆d . (4.5)

3Not necessarily causing sufficient signal attenuation.
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On Figure 4.11 we plot expression (4.5) for different frequencies f0. We can see that the higher
the frequency of the signal is, the higher the effect of the fixed distance shift ∆d on the phase shift
θ is. More importantly, for f0 = 5 GHz (IEEE 802.11a), a ∆d as small as 1 cm results in phase
shift of π

3 . As we discussed above, the adversary has to ensure that θ ∈
[
0, π

3

)
∪

(
5π
3 , 2π

]
, in order to

at least attenuate the signal s(t). A more reasonable goal for the adversary would be to reduce the
energy of the signal s(t) for say 50%, which requires, for f0 = 5 GHz, θ ∈ [0, 0.7227) ∪ (5.5605, 2π].
This phase shift corresponds to ∆d ≈ 7 mm. Therefore, for high frequencies, the adversary has
to estimate the distances between himself and both the sender and the receiver with a very high
accuracy. Otherwise, he cannot hope to have the phase shift fall within the desired interval.

If the distance between the sender and the receiver continuously changes (in a fashion unpre-
dictable to the attacker), the uncertainty of the adversary is further increased (note that this can be
a very limited motion, in the order of ∆d). Therefore, indeed, mobility helps security [26]. Another
source of the uncertainty for the adversary is the time delay ∆t = ∆d/c. For example, a distance
shift ∆d = 7 mm is equivalent to a delay of ∆t ≈ 23 ps. Therefore, the adversary has to operate
with an extremely high time accuracy, otherwise he cannot keep θ within the desired bounds, at
least not deterministically.

Finally, if we assume that the receiver is equipped with two (or more) mutually separated
antennas (as in multiple antenna systems [88]), then a signal from some transmitter will most likely
arrive at the antennas with different phases. Moreover, this shift between the phases of the signals
received by will depend on the distances between the antennas, as well as the relative position of
the attacker with respect to the antennas. As we have already seen above, at very high frequencies,
even a very small distance shift will cause a significant phase shift. Any uncertainty in the distance
shift (e.g., due to distance estimation errors, uncertainty regarding the positions of the antennas,
etc.) implies uncertainty in the phase shift. We therefore conclude that it is reasonable to model
phase shift θ by a random variable with appropriate distribution.

4.6.2 Randomization at the Sender: the Impact of Spreading

We have already seen in Figure 4.10 that for 1/3 of the possible phase shifts, the adversary actually
attenuates the sender’s signal. Therefore, when using only a single waveform (e.g., cos(ω0t)) during
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the whole period Ts, the adversary may have a non-negligible probability to attenuate the desired
signal. For example, assuming θ is a sample of a random variable Θ with uniform distribution on
[0, 2π), the adversary attenuates the signal in the single time interval Ts with probability 1/3. We
now apply a solution similar to spreading, already described in Section 4.3.3.

The idea is to split the time interval Ts into K smaller and equal time slots Tm when the symbol
“1” is to be sent. Then, for each mini-slot Tm, the sender generates a signal with the phase chosen
uniformly at random from [0, 2π) and emits these K signals on the channel during the time Ts. For
example, these K signals can be described by the following random process S(t) = cos(ω0t + Φ),
where Φ is a random variable with uniform distribution on [0, 2π).

From the discussion in the previous section, it is reasonable to model the phase shift as a
random variable Θ. Let us assume Θ to be uniformly distributed on [0, 2π); later in this section,
we also consider Gaussian distribution. Let pα be the probability that the adversary attenuates the
signal emitted in a given mini-time slot for at least (1 − α) × 100 %, that is, Er/Es ≤ α, where
α ∈ [0, 1]. We say that any such mini-slot signal is α-attenuated4. For Θ uniform random variable,
i.e. fΘ(θ) = 1

2π , we have

pα = P

[
Er

Es
≤ α

]

(1)
= P

[
sin

(
θ

2

)
≤ ±

√
α

2

]

= P [θ ∈ [0, θα) ∪ (2π − θα, 2π)]

(2)
=

θα

π
,

(4.6)

where θα = 2 arcsin (
√

α/2), the equality (1) follows from expression (4.4), and the equality (2)
follows from the distribution of Θ.

We further note that Φ and Θ are independent random variables; indeed, Θ models the inability
of the adversary to perfectly estimate the required distances and/or any delay that the adversary
introduces. Therefore, pα (as given in expression (4.6)), is the same for all the K mini-slots. Then,
for the fixed time interval Ts, the probability that the number Kα of α-attenuated mini-slot signals
is exactly k ≤ K, can be calculated from the binomial distribution with parameters p = pα and
q = 1 − pα as follows

P [Kα = k] =

(
K

k

)
1

πK
θk
α (π − θα)K−k , (4.7)

where θα = 2 arcsin (
√

α/2). For the binomial distribution (4.7), we can calculate the expected ratio
Kα/K of the α-attenuated mini-slots as follows,

E

[
Kα

K

]
=

E[Kα]

K
=

θα

π
≤ 1

3
, (4.8)

where the last inequality follows from the fact that θα ≤ θ1 = π
3 . Therefore, on average, at most

1/3 of the total number of mini-slot signals will be α-attenuated, i.e., Er/Es ≤ α.
Note, however, that the expected value of the ratio Kα/K is independent of K, and therefore

it does not give any useful information about the role of K and what value we should choose for it.

4Note that even if the adversary does attenuate the energy of the original signal s(t) by 50%, the average power
as measured by the receiver may still be well above the threshold P0.
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Figure 4.12: The ratio of mini-slot signals that are not α-attenuated as a function of K; ε = 10−14.

We next study this aspect. Let us denote with Kε (Kε ≤ K) the smallest threshold for which the
following holds

P [Kα ≤ Kε] ≥ 1 − ε , (4.9)

where ε ∈ [0, 1]. Note that P [Kα ≤ Kε] =
∑Kε

k=0 P [Kα = k], with P [Kα = k] given by (4.7). Note
further that P [Kα ≤ Kε] is related to a single time interval Ts during which the symbol “1” is
transmitted. By the independence, the probability Pn[Kα ≤ Kε] that Kα ≤ Kε after n symbol “1”
transmissions (n time intervals Ts) satisfies

Pn[Kα ≤ Kε] ≥ (1 − ε)n ≈ e−nε ,

where the last approximation is valid for small ε. For the given n, by choosing ε such that e−nε is
reasonably close to 1, we essentially make Kε an “upper bound” on the number of mini-slot signals
that are α-attenuated in any given time slot Ts (out of the total of n slots). Likewise, (K − Kε)
provides a “lower bound” on the number of mini-slot signals that are not α-attenuated.

On Figure 4.12, we plot the ratio (1−Kε/K) of the mini-slot signals that are not α-attenuated
as a function of K, for ε = 10−14. For n = 1010, we have e−nε ≈ 0.9999, i.e., even after as many
as 1010 transmissions of the symbol “1”, the probability that Kα ≤ Kε is at least 0.9999. If we
transmit on average one symbol “1” per second (meaning that we do nothing else but transmit such
signals), then it would take around 310 years to see all the n symbols. In this case, the smallest Kε

for which the bound (4.9) holds, is a reasonable upper bound on Kα. Coming back to Figure 4.12,
we can see that if K is set too low, we cannot hope to achieve a very high ratio of non α-attenuated
mini-slot signals for all the n transmissions of the symbol “1”. Therefore, K should be chosen based
on the expected α and the desired ratio 1 − Kε/K.

4.6.3 Energy Content of the Emitted Signals

We already argued that it is reasonable to model the phase shift as a random variable Θ ∈ [0, 2π).
It is then interesting to calculate the energy of the resulting random signal. Let us define a random
process R(t) = cos(ω0t)−cos(ω0t−Θ). We will calculate the energy of this process for two different
distributions of Θ, namely, uniform distribution on [0, 2π) and Gaussian distribution with zero mean
and variance σ2

θ .
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Uniform Distribution of Θ

We have fΘ(θ) = 1
2π , ∀θ ∈ [0, 2π). The energy content ER of the random process R(t), within the

time interval T , is defined as [88]:

ER = E

[∫ T

0
R2(t)dt

]
=

∫ T

0
E

[
R2(t)

]
dt . (4.10)

Now, for E
[
R2(t)

]
we have:

E
[
R2(t)

]
=

∫ 2π

0
r2(t)fΘ(θ)dθ

=
1

2π

∫ 2π

0
(cos(ω0t) − cos(ω0t − θ))2 dθ

= 1 +
1

2
cos(2ω0t) .

(4.11)

Plugging this into the expression (4.10), we obtain:

ER =

∫ T

0

(
1 +

1

2
cos(2ω0t)

)
dt

= T +
sin(2ω0T )

4ω0

(1)
≈ T ,

(4.12)

where (1) is valid for high frequencies f0, since −1 ≤ sin(·) ≤ 1 implies sin(·)/(4ω0) =
sin(·)/(8πf0) → 0.

Therefore, on average, the adversary only increases the energy of the resulting signal r(t); the
energy content of r(t) without the adversary is T/2 (Figure 4.10)!

Gaussian Distribution of Θ

It is reasonable to assume that the adversary cannot perfectly estimate the distances between
himself and both the sender and the receiver. This imperfection can be captured by considering
the distance shift ∆d to be a random variable, i.e., we can assume ∆d to be a Gaussian random
variable with zero mean and variance σ2

d. From the expression (4.5), Θ is also a Gaussian random
variable with zero mean and variance σ2

θ = (2πf0/c)2 σ2
d. To calculate the energy content of R(t),

we proceed as in the case of the uniform distribution.

E
[
R2(t)

]
=

∫ ∞

−∞
r2(t)fΘ(θ)dθ

=

∫ ∞

−∞
(cos(ω0t) − cos(ω0t − θ))2

× 1√
2πσθ

e−θ2/(2σ2
θ
)dθ

(4.13)

By plugging E
[
R2(t)

]
in the expression (4.10), we obtain the expression for the energy content of

the random process R(t), with Θ being the Gaussian variable. On Figure 4.13 we plot the resulting
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Figure 4.13: The energy of R(t) (normalized to T ) for Θ Gaussian variable with variance σ2
θ .

values of the energy as a function of σθ, for f0 = 5 GHz. As before, on average, the adversary
increases the energy of the resulting signal, except for the low standard deviation σθ = 1.189 rad;
note that this corresponds to σd = σθ/(2πf0) = 1.14 cm. In addition, the adversary “only” halves
the energy of the original signal s(t) for σθ = 0.7578 rad; this value corresponds to σd = 7.236 mm.

From the analysis in this section, we conclude that we can easily ensure that the adversary cannot
block the symbol “1” emitted over a radio channel, even under very advantageous assumptions for
him (i.e., no multipath fading effects, perfect estimate of signal amplitudes, etc.).

4.7 Related Work

Providing integrity and authentication over insecure (radio) channels is a very active area of research.
This provision has mainly focused on the key establishment after which the integrity and the
authenticity of the messages is ensured by the use of known cryptographic techniques.

We have already referred to a number of related studies in Section 3.7 (Chapter 3).

4.8 Summary

In this chapter, we have introduced integrity (I) codes, a novel coding scheme that enables integrity
protection of messages exchanged between entities that do not hold any mutual authentication
material (i.e. public keys or shared secret keys). We have analyzed I-codes in detail and we have
shown that they are secure in a realistic attacker model.

We have further introduced a novel mechanism, called authentication through presence based
on I-codes. We demonstrated the use of this mechanism in two application scenarios: broadcast
authentication and key establishment.

We implemented I-codes on the Mica2 wireless sensor platform. We demonstrated that I-codes
can be implemented efficiently and without the use of any specialized hardware.
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Conclusion

In this thesis, we made several original contributions. We began by addressing the problem of
cheating in single collision domain CSMA/CA networks. In this context, we provided several
contributions. First, we proposed a formalism for the systematic study of rational cheating in
CSMA/CA networks, which is based on game theory. Second, we studied the simple cases (i) of
a single cheater and (ii) of several cheaters acting without restraint. Third, we showed that the
Nash Bargaining Framework (and the Nash Bargaining Solution) is applicable and a useful tool to
address resource allocation problems on the MAC layer of wireless networks, even in the face of non-
convexity and non-compactness of feasible payoff sets. Using the Nash bargaining framework, we
identified the Pareto optimal point of operation of a network with multiple cheaters. Fourth, using
the theory of repeated (multistage) games, we showed how it is possible to transform the Pareto
optimal point into a Subgame Perfect Nash Equilibrium. Fifth, we showed that smart cheaters
can collectively find this point. We believe these contributions to be very relevant in self-organized
settings with selfish users.

In the context of radio jamming against wireless networks, we introduced the notion of coverage
paradox – describing that in spite of the fact that an event is sensed by one or several nodes (and
the sensor network is fully connected), the network operator cannot be informed on time. We then
showed how these attacks can be thwarted by means of probabilistic wormholes – the on-demand
(reactive) mechanism ensuring timely delivery of important information. In this thesis, we proposed
three realistic wormhole defense mechanisms based on (i) wired pairs of sensor nodes, (ii) coordinated
frequency-hopping pairs, and (iii) uncoordinated channel-hopping.

We developed appropriate mathematical models for two solutions, namely, wired and frequency-
hopping pairs of sensor nodes. Furthermore, we quantified the probability of success in all the three
“probabilistic wormholes”-based approaches. We showed that the approach based on uncoordinated
channel-hopping is a particularly well suited defense mechanism for wireless sensor networks.

Concerning the fundamental problem of key agreement over an insecure (radio) link, we made
several contributions. First, we proposed a novel and re-usable MT-authenticator (MT-SC) based on
string comparison, by which users can optimally trade-off the desired security with their involvement
in the protocol execution. We showed how the MT-SC authenticator can be used in a modular way
to build secure key agreement protocols in the setting where users share no prior secret or certified
information. All that users have to do is to compare a short authentication string. In this context,
we proposed a novel Diffie-Hellman based key agreement protocol (DH-SC). We proved its security
using MT-SC authenticator as a basic building block. Second, we introduced a novel security
property called the integrity region in the context of the distance bounding based Diffie-Hellman
key agreement protocol. Third, we introduced integrity (I) codes, a novel coding scheme that
enables integrity protection of messages exchanged between entities that do not hold any mutual
authentication material (i.e. public keys or shared secret keys). We analyzed I-codes in detail and we
showed that they are secure in a realistic attacker model. Fourth, we introduced a novel mechanism,
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called authentication through presence, which is based on I-codes. We demonstrated the use of this
mechanism in two application scenarios: broadcast authentication and key establishment. Fifth,
we implemented I-codes on the Mica2 wireless sensor platform. We demonstrated that I-codes can
be implemented efficiently and without the use of any specialized hardware.

Last, but not least, in Appendix A, we present some relevant results achieved in the context
of the problem of finding power-efficient broadcast trees in wireless networks. We provided novel
contributions on several relevant aspects of power-efficient broadcasting in all-wireless networks.
First, we studied the complexity of the problem: we discussed two configurations, represented each
by a specific graph - a general graph and a graph in Euclidean space (geometric case). For both,
we showed that the problem is NP-complete. Furthermore, we showed that the general version
cannot be approximated better than O(log N). Second, we elaborated an approximation algorithm
for the general version that achieves an approximation ratio of 18 log N . Also, we elaborated a new
algorithm called Embedded Wireless Multicast Advantage (EWMA) that compares well with the
existing proposals.

We believe these contributions to be relevant in emerging self-organized wireless networks.

Directions for Future Work

Concerning selfish behavior on the MAC layer, we envision extending the game theoretic model
used for a single collision domain to wireless networks of general topology. We believe this to be a
right approach to defining appropriate fairness metrics for self-organized wireless networks.

Related to anti-jamming techniques in the context of wireless sensor networks, we would like
to develop an appropriate mathematical model for the approach based on uncoordinated channel
hopping. It would be also interesting to evaluate the performances of hybrid solutions, obtained
by combining the three approaches proposed in Chapter 2. Finally, it would be interesting to
implement the presented schemes.

In the context of secure key agreement mechanisms, we would like to extend the proposed
protocols to multiparty settings, that is, to a group key agreement. Also, it would be interesting to
implement the distance bounding based key agreement protocol.



Appendix A

Minimum-Energy Broadcasting in
All-Wireless Networks

During my PhD work, I also studied the problem of constructing minimum-energy broadcasting
trees in static wireless networks (e.g., sensor networks). In this appendix, I describe relevant results
I achieved in this context.

A.1 Introduction

An all-wireless network consists of numerous devices (nodes) that are equipped with processing,
memory and wireless communication capabilities, and are linked via short-range ad hoc radio con-
nections. This kind of network has no pre-installed infrastructure, but all communication is sup-
ported by multi-hop transmissions, where intermediate nodes relay packets between communicating
parties. Each node in such a network has a limited energy resource (battery) and operates unat-
tended. Consequently, energy efficiency is an important design consideration for these networks
[97, 109].

In this chapter, we focus on the source-initiated broadcasting of data in static all-wireless net-
works. Data are distributed from a source node to each node in a network. Our main objective
is to construct a minimum-energy broadcast tree rooted at the source node. Nodes belonging to a
broadcast tree can be divided into two categories: relay nodes and leaf nodes. The relay nodes
are those that relay data by forwarding it to other nodes (relaying or leaf), and leaf nodes only
receive data. Each node can transmit at different power levels and thus reach a different number
of neighboring nodes. Given the source node r, we want to find a set of relaying nodes and their
respective transmission levels so that all nodes in the network receive a message sent by r, whereby
the total energy expenditure for this task is minimized. We call this broadcasting problem the
minimum-energy broadcast problem.

We base our work on the so called node-based multicast model [108]. In this model there is a
trade-off between reaching more nodes in a single hop thus using more energy and reaching fewer
nodes using less energy. This trade-off is made possible by the broadcast nature of the wireless
channel.

The rest of the chapter is organized as follows. In Section A.2, we discuss the system model used.
In Section A.3, we prove that the minimum-energy broadcast problem is NP-complete and show that
it cannot be approximated better than O(log N) for a general graph, where N is the number of nodes
in a network; we also give the NP-completeness result for the geometric version of the minimum-
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energy broadcast problem. Then, in Section A.4, we present O(log N)-approximation algorithms
for the general graph version and a heuristic algorithm that is easy to distribute. Performance
evaluation results are presented in Section A.5. In Section A.6, we overview related work concerning
the minimum-energy broadcast problem. Finally, we summarize the results in Section A.7.

A.2 System Model

We first provide a model of wireless communications. Then using it as a basis, we develop a graph
model, which will be used to assess the complexity of the minimum-energy broadcast problem and
to develop an approximation algorithm.

In our model of a wireless network, nodes are stationary. In this paper, we assume a large
availability of bandwidth resources, i.e. communication channels. We do so because we focus only
on minimum energy broadcast communication and do not consider issues like contention for the
channel, lack of bandwidth resources. We also assume that nodes in a network are equipped with
omnidirectional antennas. Thus due to the broadcast nature of wireless channels, all nodes that
fall in the transmission range of a transmitting node can receive its transmission. This property of
wireless media is called Wireless Multicast Advantage, which we refer to as WMA [108].

In this model, each node can choose to transmit at different power levels that do not exceed
some maximum value pmax. Let P denote the set of power levels at which a node can transmit.
When a node i transmits at some power level p ∈ P , we assign it a weight equal to p, which we
call a node power. The connectivity of the network depends on the transmission power. Node i is
said to be connected to node j if node j falls in the transmission range of node i. This link is then
assigned a link cost cij that is equal to the minimum power that is necessary to sustain link (i, j).

Next we define a graph model for wireless networks, which captures important properties of
wireless media (including the wireless multicast advantage). An all-wireless network can be modeled
by a directed graph G = (V, E), where V represents the finite set of nodes and E the set of
communication links between the nodes. Each edge (arc) (i, j) ∈ E has link cost cij ∈ R+ assigned
to it, and each node i ∈ V is assigned a variable node power pv

i . The variable node power takes a
value from the set P defined above. Initially, the variable node power assigned to a node is equal
to zero and is set to value p ∈ P if the node transmits at p. Let Vi denote the set of neighbors of
node i. Node j is said to be a neighbor of node i if node j falls in the maximum transmission range
of node i, which is determined by pmax. All nodes j ∈ Vi that satisfy cij ≤ pv

i are said to be covered
by node i. Thus, if node i transmits at power pmax, all the nodes of Vi will be covered.

Now that we have the model, we study in detail the intrinsic complexity of the minimum-energy
broadcast problem in the following section.

A.3 Complexity Issues

In this section, we give an in-depth analysis of the complexity of the minimum-energy broadcast
problem. Let us first briefly recall a few concepts from complexity theory [42]. The problems
polynomially solvable by deterministic algorithms belong to the P class. Whereas, all the problems
solvable by nondeterministic algorithms belong to the NP class. It can easily be shown that P ⊆ NP.
Also, there is widespread belief that P 6= NP. The theory of complexity is focused on decision
problems, i.e., problems that have either yes or no as an answer. Notice that each optimization
problem can be easily stated as the corresponding decision problem. Informally, a decision problem
Π is said to be NP-complete if Π ∈ NP and for all other problems Π

′ ∈ NP, there exists a polynomial
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transformation from Π
′
to Π (we write Π

′ ∝ Π) [42]. There are two important properties of the NP-
complete class. If any NP-complete problem could be solved in polynomial time, then all problems
in NP could also be solved in polynomial time. If any problem in NP is intractable1, then so
are all NP-complete problems. Presently, there is a large collection of problems considered to be
intractable.

In this section, we consider the problem of minimum-energy broadcast in two different graph
models, specifically a general graph and a graph in Euclidean metric space. In general graphs,
links are arbitrarily distributed and have weights arbitrarily chosen from the set P . This graph
model is well suited for modeling wireless networks in indoor environments. Whereas, for graphs
in Euclidean metric space, the existence and the weight of the link between two nodes depends
exclusively on the distance between the nodes and their transmission levels. This graph model fits
well for outdoor scenarios.

A.3.1 General Graph Version

In the following, we show that a general graph version of the minimum-energy broadcast problem is
intractable, that is, it belongs to the NP-complete class. Because of its similarity to the well known
Set Cover problem [48] that aims at finding the minimum cost cover for a given set of nodes, we
call it the Minimum Broadcast Cover and refer to it as MBC. We convert MBC into a decision
problem in the following way:
Minimum Broadcast Cover (MBC)
Instance: A directed graph G = (V, E), a set P consisting of all power levels at which a node can
transmit, edge costs cij : E(G) → R+, a source node r ∈ V , an assignment operation pv

i : V (G) → P
and some constant B ∈ R+.
Question: Is there a node power assignment vector A = [pv

1 pv
2 . . . pv

|V |] such that it induces the

directed graph G
′
= (V, E

′
), where E

′
= {(i, j) ∈ E : cij ≤ pv

i }, in which there is a path from r to
any node of V (all nodes are covered), and such that

∑
i∈V pv

i ≤ B?
Notice that the above question is the equivalent of asking if there is a broadcast tree rooted at

r with total cost B or less, and such that all nodes in V are included in the tree (covered).
We prove NP-completeness of MBC for a general graph by showing that a special case of MBC

is NP-complete. In order to obtain this special case of MBC, we define the following restriction
to be placed on the instances of MBC: All the links between any node i and its neighbors j ∈ Vi

have the same cost c. Consequently, the node i either does not transmit or it transmits with
pv

i = c. We call this special case Single Power MBC. We prove NP-completeness of the Single
Power MBC problem by reduction from the SET COVER (SC) problem, which is well known to
be NP-complete [42].
Set Cover (SC)
Instance: A set I of m elements to be covered and a collection of sets Sj ∈ I, j ∈ J = {1, ..., n}.
Weights wj for each j ∈ J , and a constant B ∈ R+.
Question: Is there a subcollection of sets C that form a cover, i.e., ∪j∈CSj = I and such that∑

j∈C wj ≤ B?
First we describe the construction of a graph G that represents any instance of the set cover

problem. The graph G has a vertex set I ∪ {v1, v2, ..., vn}, that is, G consists of elements of I and
set vertices vj representing sets Sj ∈ I, j ∈ J = {1, ..., n}. There is an edge between an element
e ∈ I and a set node vi if the set Si contains the element. Each set node vi is assigned the weight

1We refer to a problem as intractable if no polynomial time algorithm can possibly solve it.
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Figure A.1: The reduction of (a) SET COVER to (b) SINGLE POWER MINIMUM BROADCAST
COVER

wi of the set Si the node represents. All other nodes and all edges are not weighted, that is, they
have weight of zero. Thus, G = (V, E) is a bipartite graph, as is illustrated in Figure A.1(a).

The transformation from SC to Single Power MBC consists first in adding a source (root)
node r to G and making it adjacent to all the set nodes vj . Note that we use undirected edges here
to emphasize that the links between the source r and nodes vj are bidirectional. We proceed by
assigning a zero weight to every edge the root node r shares with the set nodes vj . Then, the edges
between vj and elements e ∈ I are made directed in order to capture the fact that no element e ∈ I
is ever selected into the cover set C. Finally, the directed edges the node vj shares with elements
e ∈ I are assigned the weight wj . The resulting graph, which we denote with Gb = (Vb, Eb), is
illustrated in Figure A.1(b). It is easy to see that the transformation can be done in polynomial
time.

Next we prove the following theorem.

Theorem 15 SINGLE POWER MBC is NP-complete.

Proof: The proof consists first in showing that Single Power MBC belongs to the NP class
and then in showing that the above polynomial transformation (Figure A.1) reduces SC to Single
Power MBC.

It is easy to see that Single Power MBC belongs to the NP class since a nondeterministic
algorithm needs only to guess a set of transmitting nodes (pv

i > 0) and to check in polynomial time
whether there is a path from the source node r to any node in a final solution and whether the cost
of the final solution is ≤ B.

We continue the proof by showing that given the minimum broadcast cover Cb of Gb with
cost cost(Cb), the set Cb − {r} always corresponds to the minimum set cover C of G of the same
cost (cost(C) = cost(Cb)), and vice versa. Let C denote the minimum set cover of G. Let
cost(C) =

∑
j∈C wj denote the cost of this cover. It is easy to see that all nodes of Gb can also be

covered with total cost cost(C). This can be achieved by having the source node r cover all the
set nodes vj , j ∈ J = {1, ..., n} at zero cost and then by selecting among the covered nodes those
corresponding to the nodes of G that satisfy vj ∈ C as new transmitting nodes, which we refer to
as Cb − {r}. Hence the minimum broadcast cover of Gb is Cb with total cost cost(Cb) = cost(C).

Conversely, suppose that we have the minimum broadcast cover Cb of Gb with total cost cost(Cb).
Thus the minimum set cover C of G must be C = Cb−{r}, i.e., cost(C) = cost(Cb). We prove this by
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contradiction. Let us first assume that cost(C) < cost(Cb) (hence C 6= Cb−{r}). In this case, with
the same reasoning as before, Gb can be covered by C

′

b = C+{r} that satisfies cost(C
′

b) < cost(Cb).
This, however, contradicts the preceding assumption that Cb is the minimum broadcast cover of Gb.
On the other hand, let us assume that cost(Cb) < cost(C) (hence C 6= Cb − {r}). Since Cb covers
all the elements e ∈ I, we can obtain a set cover C

′
for this instance as follows: C

′
= Cb − {r}.

Now we have cost(C
′
) = cost(Cb) < cost(C), which contradicts the optimality of C and concludes

the proof. 2

Since the Single Power MBC problem is a special case of the MBC problem, and MBC
belongs to the NP class, which can be shown along the similar lines as for the Single Power
MBC problem, we have the following corollary:

Corollary 2 MINIMUM BROADCAST COVER (MBC) is NP-complete.

Another important implication of Theorem 15 is the following theorem. Let N denote the total
number of nodes in an instance of MBC.

Theorem 16 There exists a constant c > 0 such that MINIMUM BROADCAST COVER (MBC)
cannot be approximate better than c log N , if P 6= NP.

Proof: To prove this we recall that there exists a constant c
′

> 0 such that no polynomial-time
approximation algorithm for SC achieves an approximation ratio smaller than c

′
log n if P 6= NP,

where n is the total number of elements in an instance of SC [60]. We showed above how any
instance of the SC problem can be transformed to the corresponding instance of MBC. Now, assume
that we have an approximation algorithm for MBC with the performance guarantee better than
c
′

log (N − 1). By applying this algorithm to the instance of MBC obtained from the SC instance,
we would get a solution with a cost lower than c

′
log(n + 1 − 1) · OPT = c

′
log n · OPT . Since this

solution is also feasible to the instance of SC, this would mean that we can approximate SC better
than c

′
log n, which contradicts the fact that SC is hard to approximate better than c

′
log n. We

obtain the theorem by noting that c
′
log(N − 1) = c log N , where 0 < c ≤ c

′
for N > 2. 2

Fortunately, Theorem 16 does not hold for all instances of the minimum-energy broadcast prob-
lem. By exploring the geometric structure of the minimum-energy broadcast problem, Wan et
al. were able to show that the Euclidean minimum spanning tree approximates the minimum-
energy broadcast problem within a factor of 12 [105]. But, whether the geometric instances of the
minimum-energy broadcast problem can be solved in polynomial time was left as an open question.
We provide an answer in the next subsection.

A.3.2 Geometric Version

In this section, we show that the minimum-energy broadcast problem in two-dimensional Euclidean
metric space is intractable. In metric space, the distance between points (nodes) obeys triangle
inequality, that is, dij ≤ dik + dkj , where dxy is the Euclidean distance between nodes x and y.
We have seen that given the graph version of the minimum-energy broadcast problem we can have
arbitrary costs of links between nodes. This is because we did not have to worry about the distances
between nodes and all links have been imposed by a given graph. On the contrary, in metric space,
links and their respective costs are dictated by the distances between nodes and their transmission
energies. The cost cij between two nodes i and j is given as

cij = kdα
ij (A.1)
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where k ∈ R+ is constant depending on the environment and α is a propagation loss exponent that
takes values between 2 and 5 [89].

We refer to this instance of the minimum-energy broadcast problem as the Geometric Minimum
Broadcast Cover (GMBC) problem. The decision problem related to GMBC can be formulated as
follows:
Geometric Minimum Broadcast Cover (GMBC)
Instance: A set of nodes V in the plane, a set P consisting of all power levels at which a node can
transmit, a constant k ∈ R+, costs of edges cij = kdα

ij where dij is the Euclidean distance between
i and j, a real constant α ∈ [2..4] , a source node r ∈ V , an assignment operation pv

i : V (G) → P
and some constant B ∈ R+.
Question: Is there a node power assignment vector A = [pv

1 pv
2 . . . pv

|V |] such that it induces

the directed graph G = (V, E), with an edge (arc) directed form node i to node j if and only if
cij ≤ pv

i , in which there is a path from r to any node of V (all nodes are covered), and such that∑
i∈V pv

i ≤ B?
Given the above formal definition of the geometric version of the minimum-energy broadcast

problem, we have the following theorem:

Theorem 17 GEOMETRIC MINIMUM BROADCAST COVER (GMBC) is NP-complete.

The proof of the theorem can be found in [25]. We proved NP-completeness of GMBC by
reduction from the PLANAR 3-SAT problem, which is known to be NP-complete [75].

In the following section, we devise approximation algorithms that enable us to find good solutions
to the minimum-energy broadcast problem.

A.4 Proposed Algorithms

In this section, we first present an approximation algorithm that achieves O(log N) approximation
ratio for any instance of MBC. Then, we elaborate on the algorithm EWMA, designed deliberately
for the geometric version of the minimum energy broadcast problem, and we explain how to convert
it to a distributed algorithm.

A.4.1 O(log N)-approximation Algorithm

The MBC problem can be seen as a special case of the hitting set problem. The hitting set problem
is defined as follows [48]: Given subsets S1, . . . , Sp of a ground set E and given a nonnegative cost
ce for every element e ∈ E, find a minimum-cost subset A ⊆ E such that A ∩ Si 6= ∅ for every
i = 1, . . . , p (i.e. A hits every Si).

In our case, we are given a connected graph G = (V, E) with positive edge costs and a spe-
cial root node r. The sets to hit are all r directed cuts, i.e. the sets of edges of the form
δ− (S) = {(i, j) ∈ E : i /∈ S, j ∈ S} where S ⊆ V − {r}. Informally, for any subset of
nodes S ⊆ V − {r}, we should have at least one transmitter i /∈ S that covers at least one node
j ∈ S. It is easy to see that, if this is fulfilled for all S ⊆ V − {r}, we obtain a feasible solution for
MBC. Consequently, any set S ⊆ V − {r} that has no edge incoming to it is said to be violated.
For simplicity, we will say that S is not hit while meaning that δ− (S) is not hit. The number of
violated sets can be in theory as large as 2|V |−1, i.e. exponential in the total number of nodes. In
order to drastically reduce this number, we apply the technique described in [48], where, instead of
considering all possible violated sets, we take into account only minimal violated sets. Any violated
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S is said to be a minimal violated set if there exists no violated S
′
with S

′ ⊂ S. The rule we use
to calculate minimal violated sets is defined by the following:

Definition 11 The minimal violated set is a strongly connected component (i.e. collection of
nodes) S ⊆ V − {r} that contains no directed edge incoming to it.

We next describe an approximation algorithm (Algorithm 1), which achieves an O(log N) ap-
proximation ratio for MBC. Let C denote the set comprising pairs (i, k) where i ∈ V is transmitter
and where k ∈ P its respective transmission power level. The algorithm iteratively selects the most
cost-effective pair (i, k) and puts it into the set C and updates correspondingly the collection of
minimal violated sets V, until V is empty (i.e. C is a feasible solution).

Algorithm 1 O(log N)-approximation algorithm

1 C ← ∅; t = 0

2 While C is not feasible

3 t ← t + 1; V(t) ← V iolation(C)

4 (i, k)t = arg min(i,k)
ck
i (t)−ci(t)
|S(t)|

5 C ← (i, k)t; ci(t) = ck
i (t)

6 For all S ∈ S(t)

7 price(S) =
ck
i (t)−ci(t)
|S(t)|

8 For j ← t downto 1

9 if C − {(i, k)j} is feasible C ← C − {(i, k)j}

At the beginning of the algorithm, the set C is empty (and thus not feasible). Let Violation(C)
be an oracle that calculates the minimal violated sets of the graph G for a given C; the oracle does
this by following Definition 11. The set V(t) holds all the minimal violated sets returned by the
oracle at the beginning of each iteration t (line 3). Note that at the very beginning, the number of
minimal violated sets is N − 1 (i.e. all i ∈ V − {r}). The algorithm selects the most cost-effective
pair (i, k) (line 4); here, ck

i denotes the cost assigned to the node i that transmits at the power
level k and ci represents the cost induced by any previous selection of the node i into the set C.
Thus, we allow a node to be selected more than one time in the final solution, which does not mean
that the node actually transmits two times or more. This uniqueness is ensured by the delete step
(lines 8 and 9). The set S(t) ⊆ V(t) is defined as follows S(t) = {S ∈ V(t) : δ−(S) is hit by (i, k)t}.
Informally, S(t) comprises the minimal violated sets that are newly hit at the iteration t. The sets
S ∈ S(t) are then assigned the price (line 7), which will be used in the proof of Theorem 18.

In the rest of this section we evaluate the performance guarantee of the algorithm. Let At denote
the event that a new minimal violated set is induced in iteration t. We first prove the following
lemma:

Lemma 4

|V(t + 1)| =

{
|V(t)| − |S(t)| + 1, if At

|V(t)| − |S(t)|, otherwise.
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Proof: Let us consider the iteration t with |V(t)| minimal violated sets. Let (i, k)t be selected into
the set C at this iteration, that is, (i, k)t hits at least one minimal violated set S ∈ V(t). Then we
have the following two possibilities: either by this transmission i produces no new minimal violated
set (strongly connected component) or it produces one or more. Clearly, in the first case we have
|V(t + 1)| = |V(t)| − |S(t)|.

In the second case, the node i is included in any strongly connected component (minimal violated
set) that it has newly produced. Consequently, there must exist a directed path from every node of
such components to the node i, and vice versa, from the node i to any node of these components.
This in turn means that these components belong to the same strongly connected component (i.e.
the same minimal violated set). Therefore, i induces, at most, one new minimal violated set, in
which case |V(t + 1)| = |V(t)| − |S(t)| + 1. 2

Let us introduce the following indicator variable:

I(t) =

{
1, if in t a new violated set is induced
0, otherwise.

Let m denote the total number of iterations of our algorithm, and l the total number of minimal
violated sets during the course of the algorithm. Then by using Lemma 4 and observing that
|V(1)| = N − 1 and |V(m + 1)| = 0, we obtain: l =

∑m
t=1 |S(t)| =

∑m
t=1 I(t) + N − 1.

We next evaluate the bound on the total number of newly generated minimal violated sets.

Lemma 5

m∑

t=1

I(t) ≤ N − 2

Proof: By Definition 11, every newly created minimal violated set is a strongly connected compo-
nent. Therefore,

∑m
t=1 I(t) is, at most, the number of newly generated strongly connected compo-

nents. At the very beginning, the number of eligible nodes (components) for the creation of newly
strongly connected components is N − 1. Since each time a new strongly connected component is
created at least two eligible components are merged, the number of eligible components is decreased
by at least 1. Therefore, the total number of newly created strongly connected components is at
most N − 2, which concludes the proof. 2

By applying Lemma 5 to the expression for the total number of minimal violated sets l, we
obtain: l =

∑m
t=1 |S(t)| ≤ 2N − 3. We can use this inequality to obtain the upper bound on the

total number of iterations m. Having |S(t)| = 1 in every iteration t, we obtain: m ≤ 2N − 3. Since
the violation oracle can be implemented to run in polynomial time2, our algorithm is polynomial
in the total number of nodes N .

Let OPT denote the total cost of the optimal solution. We next prove the following lemma,
which is similar to Lemma 2.3 in [103]:

Lemma 6 For each (i, k)t selected into C,
ck
i (t)−ci(t)
|S(t)| ≤ OPT

|V(t)| .

Proof: In any iteration t, transmitters from the optimal solution can cover the sets from V(t) at
a cost of at most OPT . Consequently, the cost-effectiveness of any of these transmitters is at

2For example Strongly Connected Component Algorithm given in [60] runs in O(N + |E|), where |E| < N2

(Theorem 2.19).
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most OPT
|V(t)| . Therefore, by selecting the most cost-effective (i, k)t at the iteration t (i.e. (i, k)t =

arg min(i,k)
ck
i (t)−ci(t)
|S(t)| ), we must have

ck
i (t)−ci(t)
|S(t)| ≤ OPT

|V(t)| . 2

Finally, we prove the following theorem on the performance guarantee of our approximation
algorithm.

Theorem 18 Algorithm 1 delivers a feasible solution of cost not larger than c log N · OPT , where

c = 2·
(

1
log e + 2

log N

)
< 18 for any N ≥ 2. That is, Algorithm 1 is an O(logN)-approximation

algorithm 3.

Proof: Since the cost of each pair (i, k)t of the output C is evenly distributed among the newly hit

minimal violated sets S(t), cost(C) =
∑l

j=1 price(Sj) =
∑m

t=1

∑|S(t)|
j=1 price(Sj). Now we have:

cost(C) =

m∑

t=1

|S(t)|∑

j=1

ck
i (t) − ci(t)

|S(t)| (A.2)

≤
m∑

t=1

|S(t)|∑

j=1

OPT

|V(t)| (A.3)

= 2 · OPT
m∑

t=1

|S(t)|∑

j=1

1

2|V(t)| (A.4)

≤ 2 · OPT
m∑

t=1

|S(t)|∑

j=1

1

2|V(t)| − j + 1
(A.5)

< 2 · OPT

2(N−1)∑

i=1

1

i
(A.6)

≤ 2 · [ln(N − 1) + ln 2 + 1] · OPT (A.7)

< 2 ·
( 1

log e
+

2

log N

)
· log N · OPT (A.8)

where (A.3) follows from Lemma 6; (A.6) follows from Lemma 4,
∑m

t=1 |S(t)| < 2(N − 1) and
|V(1)| = N − 1; and (A.7) follows from the inequality

∑n
j=1

1
j ≤ lnn + 1. 2

In this subsection we developed the approximation algorithm for the general graph version
(MBC). In the following two subsections, we first elaborate on a centralized heuristic algorithm
deliberately designed for the geometric version (GMBC). Then, we explain how it can be converted
to a distributed algorithm.

A.4.2 A Heuristic Based Approach

Let us first present an informal description of the heuristic we propose. We first construct a feasible
solution (an initial feasible broadcast tree). Then we improve this solution by exchanging some
existing branches in the initial tree for new branches so that the total energy necessary to maintain
the broadcast tree is reduced. We do it so that the feasibility of the obtained solution remains
intact. We call the difference in the total energies of the trees before and after the branch exchange

3log designates base 10 logarithm.
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Figure A.2: Example of the EWMA algorithm: (a) the initial MST (eMST = 23) and (b) the
broadcast tree obtained by EWMA (eEWMA = 17)

a gain. In our heuristic, the notion of gain is used as the criterion for the selection of transmitting
nodes in the broadcast tree.

We use the link-based minimum spanning tree (MST) as the initial feasible solution. The main
reason we choose MST is that it performs quite well, even as a final solution to our problem (which
can be seen from the simulation results in Section A.5).

We will now describe in detail our algorithm, which we call Embedded Wireless Multicast Ad-
vantage (EWMA). An example is provided in Figure A.2. Let us first introduce some notations.
Let C denote the set of covered nodes, F the set of transmitting nodes of the final broadcast tree,
and E the set of excluded nodes. Node i is said to be an excluded node if is transmitting node in
the initial solution but not in the final solution (i.e. i /∈ F ). Notice that the contents of the above
sets change throughout the execution of the EWMA and that the sets do not hold any information
about the MST. Initially, C = {r}, where r is the source node (node 10 in our example), and sets
F and E are empty.

In this example, we assume a propagation loss exponent α = 2. After the MST has been
built in the initialization phase, we know which nodes in the MST are transmitting nodes and their
respective transmission energies. In our example, the transmitting nodes are 10, 9, 6, 1, 8, and their
transmission energies are 2, 8, 5, 4, and 4, respectively. The total energy of the MST is eMST = 23.
Notice here that we take into consideration the wireless multicast advantage in the evaluation of
the cost of the MST. Notice also that C = {10}, and F = E = {∅}. In the second phase, EWMA
starts to build a broadcast tree from nodes in the set (C − F ) − E by determining their respective
gains. The gain of a node v is defined as the decrease in the total energy of the broadcast tree
obtained by excluding some of the nodes from the set of transmitting nodes in MST, in exchange
for the increase in node v’s transmission energy. Notice that this increase of node v’s transmission
energy has to be sufficient for it to reach all the nodes that were previously covered by the nodes
that were excluded. Consequently, the feasibility of the solution is preserved. At this stage of the



121

algorithm, the set (C − F ) − E contains only the source node 10. Thus for example, in order to
exclude node 8, the source node 10 has to increase its transmission energy by (see Figure A.2):

4e8
10 = max

i∈{2,5}
{e10,i} − e10 = 13 − 2 = 11

The gain (g8
10) obtained in this case is:

g8
10 = e6 + e8 + e9 −4e8

10 = 5 + 4 + 8 − 11 = 6

where ei, i = {6, 8, 9}, is the energy at which node i transmits in MST. Notice that, in addition to
node 8, the nodes 6 and 9 can also be excluded.

Likewise, g1
10 = 5, g6

10 = −2, and g9
10 = 6. Having the gains for all nodes from (C −F )−E, our

algorithm selects the node with the highest positive gain in the set F . Our algorithm then adds all
the nodes that this node excludes to the set E. Thus the source node 10 is selected in the set F to
transmit with energy that maximizes its gain, that is:

e
′

10 = e10 + arg max
4ei

10

{gi
10}, gi

10 ≥ 0

The source node 10 transmits with energy e
′

10 = e10 + 4 e8
10 = 2 + 11 = 13 at which it can cover

nodes 6, 8, 9 and all their child nodes in MST. Node j is said to be a child node of node i if node j is
included in the broadcast tree by node i. Hence, at this stage we have C = {1, 2, 4, 5, 6, 7, 8, 9, 10},
E = {6, 8, 9} and F = {10}. If none of the nodes from (C − F ) − E has a positive gain, EWMA
selects among them the node that includes its child nodes in the MST at minimum cost (energy).

The above procedure is repeated until all nodes in the network are covered. In our example,
there is still one node to be covered, namely node 3. Again, EWMA scans the set (C − F ) − E =
{1, 2, 4, 5, 7} and at last selects node 1 to be the next forwarding node. When node 1 transmits with
energy e1 = 4, all nodes are covered (C = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}) and the algorithm terminates.
At the final stage we have E = {6, 8, 9} and F = {1, 10}. The resulting tree, shown in Figure A.2(b),
has a cost eEWMA = 17. Notice that our algorithm always results in a broadcast tree with a total
energy ≤ eMST , which is, in the case of Euclidean MST, at most 12eopt [105].

In the next subsection we explain how to convert our centralized heuristic algorithm to a dis-
tributed algorithm.

A.4.3 Distributed Implementation of EWMA

One of the major research challenges, with respect to the broadcasting problem, is the development
of a distributed algorithm [108, 105]. In the following we describe our solution.

Let us first introduce the notations we will be using. Let node i transmit at power level p ∈ P .
We denote the set of nodes that are covered by this transmission with V p

i . Let node j be a neighbor
of i, that is, j ∈ Vi. We denote with Op

ij the set of nodes belonging to V p
i ∩ Vj and call it the

overlapping set. We assume that each node knows its two-hop neighborhood. So, once node j
receives a message from node i, it can learn which of the nodes from its neighbor set Vj have
also received the message by calculating the overlapping set Op

ij . The neighbors of node j that
have not yet received the message are said to be uncovered, and we denote this set with Uj where
Uj = Vj − Op

ij . If node j is a forwarding node in the MST, then the set of yet uncovered children

nodes of node j in the MST is denoted with Umst
j where Umst

j = V mst
j − Op

ij . Here, V mst
j is the set

comprising all the children nodes of j in the MST. Finally, we denote with emst
j the energy with

which node j transmits in the MST.
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Figure A.3: Synchronization of the second phase of distributed EWMA

Our distributed algorithm is divided into two phases. In the first phase, all nodes run a
distributed algorithm proposed by Gallager et al. [41] to construct a minimum-weight spanning
tree. The total number of messages required for a graph of |V | nodes and |E| edges is at most
5|V | log2 |V |+ 2|E|, and the time until completion is O(|V | log |V |) [41]. Notice that Gallager et al.
considered the link-based model, whereas we use the node-based multicast model, which captures
the wireless multicast advantage property [108]. As a result, the total number of messages required
in our model may be considerably lower. We require that at the end of the first phase, each node
has information about the cost of its two-hop neighbors related to the MST built.

In the second phase, the final broadcast tree is built up. The main difficulty in this distributed
setting is the unavailability of information about which nodes have been covered, up to a certain
moment. In order to cope with this problem, we apply two techniques. First, we organize this second
phase in rounds. Second, we require that the identities of the nodes on the transmission chain from
the source to a given node, along with their respective transmission powers are propagated along
that chain to the node in question (source routing technique).

Each round of the second phase is Tmax long. Rounds are additionally divided into three time
periods, namely, a probation period (Tprob), a correction period (Tcorr), and an active period (Tact),
which are all known by network nodes (Figure A.3). Let node i transmit at T i

r time from the
beginning of the active period of round n. Node j receives this message and begins the following
update procedure. It calculates the overlapping set for the sender i and for other transmitters on this
chain of transmitting nodes for which node j has neighbors in common (recall that this information
is propagated along the chain). If node j is a forwarding node in the MST and it finds that the set
of uncovered nodes Umst

j is empty for the received message, it will not re-broadcast the message.
Otherwise, (i.e. if Umst

j is non-empty or j was a leaf node in the MST), it calculates the gains it can
achieve by covering yet uncovered nodes (based on locally available information), and selects the
maximum gain gj max. In the case gj max > 0, node j can contribute to the decrease of the total cost
of the broadcast tree and its transmission energy increases as follows: ej = ej + arg max4el

j
{gl

j},
otherwise (gj max ≤ 0) its transmission energy remains unchanged.

At this stage, node j waits for some time period T j
a before possibly re-broadcasting the message.

The waiting period is given as follows:

T j
a = Tmax + T j

r − T i
r

where T j
r = ∆1

gj max
if gj max > 0, and T j

r = ∆2 ·ej if gj max ≤ 0 and ej > 0. In the first case the waiting

period T j
a is reciprocal to the gain, in order to give priority to nodes with higher positive gains over
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nodes with lower positive gains. In the second case, the waiting period T j
a is proportional to the

transmission energy in order to give priority to nodes with lower transmission energies over nodes
with higher transmission energies. Additionally, the nodes with positive gains are given priority to
the nodes with low transmission energies (i.e. ∆1

gj max
¿ ∆2 · ej). This property is ensured by setting

appropriately the constants ∆1 and ∆2.
Since node j calculates the gains based on only locally available information, in the calculation

of the gains, node j can try to exclude already excluded nodes. In order to prevent this, node j
transmits a probe message during the probation period Tprob of round n+1. Note that by knowing
Tact and T i

r (which j received from i) node j actually knows when round n + 1 starts. The probe
message carries the addresses of all the nodes by exclusion of which node j attains gj max > 0,
and it carries the starting time of the correction period. If some of these nodes have already been
excluded, they will respond back to node j during the correction period. Node j will accordingly
update its gain and the waiting period T j

a by taking into account the already elapsed time of the
waiting period. The duration of the probation and correction periods should be such that any
potential forwarding node is given the chance to test its prospect of actually being the forwarding
node.

Finally, node j enters into the active period. Again, based on the knowledge of Tprob and Tcorr,
node j knows when the active period of round n + 1 starts. If during that period and before
expiration of the waiting period T j

a node j receives a duplicate message, it repeats the update
procedure above, otherwise, upon expiration of T j

a , it re-broadcasts the message with energy ej ,
stores this value and marks itself as the forwarding node. In our example shown in Figure A.3,
node j decides to be the forwarding node and broadcasts a message at power ej . By doing so, it
initiates the update procedure at nodes k and l that repeat the whole process.

Next we show under which conditions the waiting period T j
a expires solely during the active

period of round n + 1. From Figure A.3 we can see that this happens if T j
a conforms to the

following conditions:

T j
a ≥ Tmax − T i

r

T j
a ≤ Tmax + Tact − T i

r

From the first inequality and the definition of T j
a we obtain that T j

r ≥ 0, which is always satisfied.
Along the same lines, from the second inequality we obtain that T j

r ≤ Tact. Consequently, we define
the active period as follows:

Tact = max
j∈F

{T j
r }

= max
j∈F

{∆2 · ej}

where the second equality follows from the fact that ∆1
gj max

¿ ∆2 · ej . Now, since we already have

decided on ∆1 and ∆2, we only have to find the cost of the most expensive edge in the MST. Note
that this information can be obtained from the first phase of the algorithm. This, in addition to the
appropriate selection of the periods Tprob and Tcorr, ensures a synchronous execution of the second
phase of the distributed algorithm.

The duration of the second phase is bounded by |F | · Tmax, where F is the set of the forwarding
nodes at the end of the second phase. Thus, at the end of the second phase, the broadcast tree
is built (i.e. we have a set of forwarding nodes F and their respective transmission energies for a
given source node). Any subsequent broadcast message originating from the source node can be
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Figure A.4: Normalized tree power comparison: (a) α = 2 and (b) α = 4

disseminated along the tree in an asynchronous way (i.e. forwarding nodes may re-broadcast a
message immediately upon receiving it).

A.5 Performance Evaluation

We performed a simulation study to evaluate our centralized algorithm (EWMA) and its distributed
version.

We compared the centralized version of our algorithm (EWMA) with BIP and MST algorithms.
We performed simulations using networks of four different sizes: 10, 30, 50 and 100 nodes. The
nodes in the networks are distributed according to a spatial Poisson distribution over the same
deployment region. Thus, the higher the number of nodes, the higher the network density. The
source node for each simulation is chosen randomly from the overall set of nodes. The maximum
transmission range is chosen such that each node can reach all other nodes in the network. The
transmission power used by a node in transmission (dα) depends on the reached distance d, where
the propagation loss exponent α is varied. Similarly to Wieselthier et al. in [108], we ran 100
simulations for each simulation setup consisting of a network of a specified size, a propagation loss
exponent α, and an algorithm.

The performance metric used is the total power of the broadcast tree. Here we use the idea
of the normalized tree power [108]. Let pi(m) denote the total power of the broadcast tree for a
network instance m, generated by algorithm i = {EWMA, BIP, MST}. Let p0 be the power of the
lowest-power broadcast tree among the set of algorithms performed and all network instances (100
in our case). Then the normalized tree power associated with algorithm i and network instance m

is defined as follows: p
′

i(m) = pi(m)
p0

.
Let us first consider the performance of the algorithms shown in Figure A.4. We can see the

average normalized tree power (shown on the vertical axis) achieved by the algorithms on networks
of different sizes (the horizontal axis) for (a) α = 2, (b) α = 4. To estimate the average power, we
used an interval estimate with a confidence interval of 95%. The figure shows that the solutions for
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the broadcast tree obtained by EWMA have, on the average, lower costs than the solutions of BIP
and MST. (This is also true for α = 3, which is not shown in the figure). However, we notice that for
the propagation loss exponent of α = 4, the confidence intervals of the algorithms overlap for certain
cases, which means that the solutions obtained by the algorithms are not significantly different. Thus
the figure also reveals that the difference in performance decreases as the propagation loss exponent
increases. This is better seen in Figure A.5, where the difference in the average normalized tree
powers between EWMA (BIP) and MST algorithms (∆AV G(j) = AV G(p

′

MST (m))−AV G(p
′

j(m)),
j = {BIP, EWMA}) is shown for different values of the propagation loss exponent (the horizontal
axis). Notice here that the larger the difference ∆AV G(j), the lower the cost of the broadcast tree.
The main reason for such behaviour is that by increasing the propagation loss exponent, the cost of
using longer links increases as well. Consequently, EWMA and BIP select their transmitting nodes
to transmit using lower power levels, which is typical for the transmitting nodes of MST. Hence,
in a sense, EWMA and BIP’s broadcast trees converge to the MST tree when α increases. This
indicates that in scenarios where α takes higher values, MST performs quite well.

We also conducted a simulation study of the distributed algorithm presented in Section A.4.3.
The performance metric used here is the same as in the case of the centralized algorithm and is
based again on the normalized tree power. However, here we do not consider the cost of building
a broadcast tree, but only the cost of the final tree produced by the distributed algorithm. The
performance of the distributed algorithm is compared to that of the centralized algorithms, and is
shown in Figure A.6. We can see that broadcast trees produced by distributed EWMA have, on the
average, lower costs than those obtained by the centralized BIP and MST. Also, we can see that
distributed EWMA performs almost as well as its centralized counterpart. Note that the results
for the centralized algorithms differ between Figure A.4(a) and Figure A.6. This is because here
we run another set of simulations for all the algorithms, and for each network the source node is
chosen at random.

Based on our simulation results, we conclude that EWMA utilizes the wireless multicast advan-
tage property at least as well as BIP. The main problem with BIP is that it is not easy to distribute.
On the other hand, we showed here that EWMA can be easily distributed.
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A.6 Related Work

Minimizing the energy consumption of all-wireless networks has received significant attention over
the last few years [28, 91, 47, 71, 114, 72, 95, 54]. We were inspired by the exciting results related to
the problem of minimum-energy broadcasting in all-wireless networks [97, 105, 36, 70, 78, 81], and
in particular by the work of Wieselthier et al. [108, 109]. In this work they introduce the node-based
multicast model for wireless networks upon which they have built several broadcast and multicast
heuristics. One of the most notable contributions of their work is the Broadcast Incremental Power
(BIP) algorithm. The main objective of BIP is to construct a minimum-energy broadcast tree
rooted at the source node. It constructs the tree by first determining the node that the source can
reach with a minimum expenditure of power. BIP constructs a tree that initially contains a single
node; it then determines which uncovered node can be added to the tree at a minimum additional
cost. At each iteration of BIP, the nodes that have already covered some node can further increase
their transmission power to reach some other yet uncovered node. BIP is similar to Prim’s algorithm
[31] for the formation of minimum spanning trees, but with the difference that weights, with BIP,
are dynamically updated at each step.

In [105] Wan et al. provide the first analytical results for the minimum energy broadcast problem.
By exploring geometric structures of an Euclidean minimum spanning tree (MST), they prove that
the approximation ratio of MST is between 6 and 12, and that the approximation ratio of BIP is
between 13

6 and 12. They also found that for some instances, BIP fails to use the broadcast nature
of the wireless channel. This happens because BIP adds only one node at each iteration, the one
that can be added at a minimum additional cost. Thus BIP, although centralized, does not use all
the available information about the network. As a result, it may construct a broadcast tree that
coincides with the shortest path tree of a network graph, where the broadcast nature of the media
is completely ignored. A possible approach to alleviate with this problem is to add to the tree more
than one node at each iteration, and not necessarily at a minimum additional cost. But, in this
case, there must be another criterion for the selection of nodes. Another difficulty with BIP is that
distributing it is not obvious and according to the authors of BIP and of [105], the development of
distributed algorithms is the major challenge for a minimum energy broadcast problem. However,
Wan et al. [105] and Wieselthier et al. [108] do not really address this challenge. In Section A.4.2 we
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present a heuristic algorithm that achieves the same approximation ration as BIP for the geometric
case, and yet is easy to distribute.

Li et al., in another closely related work [70], also recognize weaknesses of BIP and propose
another centralized heuristic to tackle the broadcasting problem. However, they do not consider
the issue of developing a distributed algorithm for a minimum energy broadcast. Li et al. [70] also
sketch a proof of the NP-hardness of a general version of the minimum energy broadcast.

A proof of NP-hardness of the minimum energy broadcast problem in metric space has been
proposed by Eğecioğlu et al. [36]. However, in their interpretation of the minimum energy broadcast
problem, they restrict nodes transmission ranges a set of integers, which captures very few instances
of the problem in metric space.

In [73] Liang provide a proof of NP-completeness of the minimum-energy broadcast problem,
as well as an approximation algorithm for the problem in general setting, which delivers a feasible
solution of cost O(log3 n) times the optimum. The time complexity of the proposed algorithm is
O(kn2 log n), where k is the total number of power levels at each node. However, [73] does not
provide an answer to the question: Whether there is an approximation algorithm for the problem
with a constant performance ratio. We do provide an answer in Section A.3 (Theorem 16).

Very recently, it was brought to our attention that more researchers are also studying the
problem of minimum-energy broadcasting in all-wireless networks [29, 37].

A.7 Summary

We have provided novel contributions on several relevant aspects of power-efficient broadcasting in
all-wireless networks. First, we studied the complexity of the problem: we discussed two config-
urations, represented each by a specific graph - a general graph and a graph in Euclidean space
(geometric case). For both, we showed that the problem is NP-complete. Furthermore, we showed
that the general version cannot be approximate better than O(log N).

Second, we elaborated an approximation algorithm for the general version that achieves approxi-
mation ratio of 18 log N . Then we elaborated a new algorithm called Embedded Wireless Multicast
Advantage (EWMA) that compares well with the existing proposals. Finally, we explained how
centralized EWMA can be converted to a distributed algorithm, which is almost as energy-efficient
as its centralized counterpart.

In future work we intend to study how to cope with the mobility of the nodes and study the
minimum-energy multicast problem.
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